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Abstract: Timely yield prediction is crucial for the agri-food supply chain as a whole. However,
different stakeholders in the agri-food sector require different levels of accuracy and lead times in
which a yield prediction should be available. For the producers, predictions during the growing
season are essential to ensure that information is available early enough for the timely implementation
of agronomic decisions, while industries can wait until later in the season to optimize their production
process and increase their production traceability. In this study, we used machine learning algorithms,
dynamic and static predictors, and a phenology approach to determine the time for issuing the yield
prediction. In addition, the effect of data reduction was evaluated by comparing results obtained
with and without principal component analysis (PCA). Gaussian process regression (GPR) was the
best for predicting maize yield. Its best performance (nRMSE of 13.31%) was obtained late in the
season and with the full set of predictors (vegetation indices, meteorological and soil predictors). In
contrast, neural network (NNET) and support vector machines linear basis function (SVMl) achieved
their best accuracy with only vegetation indices and at the tasseling phenological stage. Only slight
differences in performance were observed between the algorithms considered, highlighting that the
main factors influencing performance are the timing of the yield prediction and the predictors with
which the machine learning algorithms are fed. Interestingly, PCA was instrumental in increasing
the performances of NNET after this stage. An additional benefit of the application of PCA was the
overall reduction between 12 and 30.20% in the standard deviation of the maize yield prediction
performance from the leave one-year outer-loop cross-validation, depending on the feature set.

Keywords: Sentinel-2; yield prediction; phenology; machine learning; multi-source data; dimensionality
reduction

1. Introduction

The projections of demographic increase in the next decades [1], climate change
previsions [2], and the changes in economic systems are expected to create strong pressure
on agri-food supply chains in the near future [3,4]. A number of approaches have been
proposed to face these global challenges [5]. Still, irrespective of the solution, it is important
to develop systems that ensure constant monitoring of the entire agri-food supply chain.
Such systems are critical for reducing the risks associated with the driving uncertainty
factors (e.g., extreme weather events) that negatively impact the economic, environmental,
and social aspects of the agri-food supply chain.

Monitoring crop health, growth, and productivity can help address the global food
challenges by enabling long-term sustainable development strategies to be planned. In
recent decades, many researchers have focused their attention on developing monitoring
techniques to predict crop yield [6]. Early and accurate crop yield forecasting is essential
for the entire agricultural food production chain, from individual producers to processing
industries and regional authorities [7]. In particular, timely and reliable crop forecasts play
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an important role in supporting national and international food security policies for stabi-
lizing markets and planning interventions in food-insecure countries [8–10]. For producers,
a timely forecast of yield can support the optimization of agronomic management [11,12].
At the same time, the agri-food industry is interested in yield forecasts to optimize food
processing, storage, transport, and marketing [7,13–16].

Among the most popular technologies for yield prediction, remote sensing plays a
pivotal role. Indeed, the diversity of sensors and the multiplicity of satellite missions
enable the monitoring of the productivity of crops throughout the growing season at
different spatial resolutions. Previously, satellite remote sensing could only provide yield
predictions at a regional scale, owing to the low spatial resolution of instruments available
with the frequent revisit time required (e.g., MODIS, SPOT-VGT). The arrival of a new
generation of satellite constellations equipped with high spatial-resolution sensors and
a frequent revisit time (e.g., Sentinel-1 and -2) has recently enabled within-field yield
variability to be estimated [17–19]. Crop yield prediction methods can be classified into
two groups: methods based on crop growth models and data-driven statistical methods.
Growth model-based methods require many hard-to-obtain calibration parameters for
large-scale applications and thus have a limited capacity in estimating actual yield at a
regional scale [20,21], though they produce satisfactory results at the field scale when
agronomic practices are known [22,23].

Statistical methods for yield predictions are typically based on linear regressions be-
tween vegetation indices (VIs) (e.g., NDVI; [24]) or meteorological data (or both) and yield
data. As input for establishing the linear regressions, these methods can use values of VIs
obtained at specific dates or with specific characteristics, such as the maximum value over the
growing season of the considered VI [25,26]. In addition, the cumulative values of VIs during
the growing season [27,28] can also be used as proxies for green biomass estimation [29,30].
Statistical methods based on satellite data are widely used in large-scale yield prediction.
However, they are specific to the crops, phenological stages, and geographic regions in which
they were calibrated [31,32]. A drawback of the methods based on linear regressions is that
they fail to capture the complex interactions between environmental conditions and yield [33].
ML algorithms are interesting tools for facing this issue, as they have demonstrated reliable
performance in estimating yield for a range of crops and environments [17,34–38]. A large set
of ML algorithms have been used to perform regression for yield predictions. Among them,
frequently used algorithms are the random forest, support vector machines, and neural
networks [37,39]. ML algorithms can use heterogeneous information (i.e., derived from
different sources- remote sensing, meteorological and soil data) to find non-linear relations
with crop yield [33]. Additionally, the ML approach has been reported to be advantageous
due to its ability to extract valuable information from a large number of predictors and
because it does not require assumptions on data distributions [40,41].

However, in most cases, the statistical approaches were applied in retrospective mode
(i.e., seeking to explain past yield realization with RS or meteorological predictors) and
cannot be used to perform yield predictions. This is because the required predictors can
only be calculated using data measured over the growing season [34,42,43], thus restricting
predictions to end-of-season predictions. In only a few cases, they were explicitly designed to
perform yield predictions without requiring data from the whole growing season, thus, being
able to predict yield within the season [44]. Even fewer studies have focused on determining
the optimal time window for yield prediction. Several ML approaches predict crop yield
based on the aggregation of available data (remotely sensed predictors, meteorological data,
etc.) within a fixed time scale, such as a month, a decade, or a week [38,45–49]. These
approaches, however, do not consider the spatial variability among different phenological
crop stages (e.g., the variability arising from fields sown at different dates) nor the temporal
inter-annual variability of phenological development (e.g., anticipations and delays of the
development due to different temperatures in different years), potentially reducing the
performances of yield prediction. In this regard, recent experiments have shown that the
dynamic extraction of phenological information based on raw data (e.g., from VIs time series)



Remote Sens. 2023, 15, 100 3 of 20

can reduce the problem of predictor heterogeneity and improve yield predictions [50,51].
For example, the correlation of LAI to maize yield in the USA and China was higher when
LAI was calculated over a specific phenological phase than over a fixed period of time [52].
This suggests that the combination of time series of VIs and phenological information could
improve yield prediction accuracy [53–55]. Bai et al. [56] pointed out that the duration of
the phenological stage could be combined with the growth rate of the VIs or with the value
of the indices themselves to improve crop yield prediction [57].

Typically, the ML workflow includes model definition and data reduction, hyperpa-
rameter optimization, and model testing [28,33]. Setting up the modeling framework of
ML models poses practical difficulties. For example, the use of a large set of predictors
can worsen dimensionality problems and lead to the introduction of autocorrelated and
noninformative predictors within the algorithm, reducing the performances of the ML
algorithms [33,58].

The main objective of this study was to develop an ML workflow to predict maize
(Zea mays L.) yield at the field scale, using static soil predictors, VIs, and meteorological
predictors dynamically aggregated by phenological stages. Specific objectives were: (i) to
compare and to identify the most suitable ML configuration (i.e., combination of input
feature set, data reduction option, and ML algorithm) to predict maize yield at field
scale; (ii) to determine the effect of the phenological stage on the accuracy of maize yield
prediction, (iii) to evaluate the effect of data reduction on each ML configuration; and
(iv) to identify the most important features in the yield prediction process and evaluate the
relative contribution of meteorological and soil data.

2. Materials
2.1. Study Area

This study was performed to support the supply chain management of maize in north-
ern Italy. The fields of interest are in northwest Italy (Figure 1; 6.41–10.41◦E, 44.13–46.05◦N),
where the majority of the Italian maize acreage is concentrated.
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Maize is usually sown from mid-March to the end of April, while harvesting is carried
out at the end of summer (August to September). The area has a temperate subcontinental
climate (Kottek et al., 2006). During the study period (2017–2020), the average annual
rainfall was 817 mm, with 55% of the yearly precipitation occurring between March and
September. In the March to July period, the average daily temperature was 14.5 ◦C, with
temperatures ranging from 9.6 ◦C (minimum) to 24.7 ◦C (maximum) in March and July,
respectively. The study area is characterized by high maize yields due to high technological
inputs and irrigation without limiting factors.

2.2. Data Sources

We collected maize grain yield, meteorological data, soil information, and vegetation
indices (VIs) calculated from remote sensing imagery (Table 1).

Table 1. Summary of the datasets used.

Category Input Acronym Unit Spatial
Resolution

Temporal
Resolution Source

Crop
Yield Mg ha−1

Field level Yearly Producers
Sowing SD date

Meteorological

Air temperature (min, mean, max) Tmin Tmax
and Tavg

◦C

25 × 25 km Daily AGRI4CAST

Vapor pressure VPD hPa

Total global radiation RAD KJ m−2 d−1

Sum of precipitation cumPrec mm d−1

Potential evapotranspiration from a
crop canopy ET0 mm d−1

Mean daily wind speed at 10 m
heigh WindSpeed m s−1

Soil

Nitrogen (N) N_mean g kg−1

500 × 500 m Static LUCAS

Phosphorus (P) P_mean mg kg−1

Potassium (K) K_mean mg kg−1

Soil cation exchange capacity (CEC) CEC_mean mS m−1

Carbon:nitrogen ratio (CN) CN_mean

Calcium carbonate (caco3) CaCO3_mean g kg−1

Soil texture USDA Tess_mean class

Satellite

Normalized Difference
Vegetation Index NDVI

10 × 10 m Approx. 2–3 days ESA
CopernicusNormalized Difference Red-Edge NDRE

Normalized Difference Water Index NDWI

Green Normalized Difference
Vegetation Indices GNDVI

2.2.1. Yield and Crop Data

Maize yield data was collected over 340 fields based on producers’ declarations. The
average area of the considered fields was 3.35 ha, the smallest having an area of 0.5 ha
while the largest having an area of 25 ha. The maize yield used in this study for each field
was calculated as the ratio of the total crop production to the total harvest areas. Over the
four years of the study (2017–2020), maize yields ranged from 7 to 18 Mg ha−1 (Figure S1).
The hybrid planted belonged to five different FAO earliness classes, here aggregated into
three classes: (i) “early” for FAO classes 300 and 400; (ii) “medium” for FAO class 500;
and “late” for FAO classes 600 and 700. For each earliness class, a specific phenological
table (Table S1) based on the accumulated growing degree days (AGDD) was applied to
derive phenological stages. The different thresholds in AGDD adopted to determine the
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succession of the different phenological phases were those used in the IRRINET service [59].
More details of the procedure used for the phenological stage estimation were reported
in Section 3.1. Field boundaries, sowing dates, and yield data are provided within the
framework of a collaboration between the university and a private company.

2.2.2. Meteorological Data

Meteorological data at the field sites from 2017 to 2020 were obtained from gridded
data provided by the EU Joint Research Centre, MARS-AGRI4CAST project [60]. Specif-
ically, daily mean temperature (◦C), daily maximum temperature (◦C), daily minimum
temperature (◦C), precipitation sum (mm d−1), vapor pressure (hPa), and total global
radiation (KJ m−2 d−1) for the entire growing season and at a resolution of 25 km2 were
used in this study.

2.2.3. Soil Data

Six soil properties, nitrogen (N), phosphorus (P), potassium (K), pH, soil cation exchange
capacity (CEC), and calcium carbonate (CaCO3) content, were extracted for each field from
the LUCAS project maps [61]. Soil properties and nutrient content (nitrogen, phosphorus,
and potassium) varied greatly across the studied area (Figure S2). Data are available at
https://esdac.jrc.ec.europa.eu/content/lucas2015-topsoil-data (accessed on 15 July 2022).

2.2.4. Sentinel-2/MSI Datasets

Remote sensing data were provided by the Copernicus mission satellites Sentinel-2 A
and B, launched in 2015 and 2017, respectively. Sentinel-2A/B MultiSpectral Imager (MSI)
instruments capture images of the Earth’s surface in 13 spectral bands at a spatial resolution
of 10, 20, and 60 m [62], ranging from visible and near-infrared (VNIR) to shortwave
infrared (SWIR). Sentinel-2 provides data every 10 days at the equator with one satellite
and 5 days with 2 satellites, resulting in 2–3 days at mid-latitudes.

Sentinel-2 imagery was processed by applying the cloud-masking function (maskS2clouds)
from the Google Earth Engine (GEE) [63]. Field boundaries were checked with a Sentinel-2
image in the middle of the growing season, and then a negative 10-m buffer was applied
to avoid the edge effect. The average VI value of each field was then extracted using GEE.
Four vegetation indices were used for the study: Normalized Difference Vegetation Index
(NDVI [24], Green Normalized Difference Vegetation Index (GNDVI, [64]), Normalized
Difference Red-Edge (NDRE, [65]), and Normalized Difference Water Index (NDWI, [66]).
The NDRE, GNDVI, and NDWI were included in the analysis due to their ability to bring
additional information on biomass growth dynamics and photosynthetic potential [67] and
their reduced sensitivity to saturation issues at over-dense canopy as compared to NDVI,
the most used vegetation index [6].

3. Methods

The proposed yield prediction method works at the pace of phenological timings. The
growing season of each maize field was divided into six time periods by phenological stage
using a threshold method based on AGDD (see Section 3.1). The forecasting events were
then triggered at the end of each growth phase by adding the predictors’ values during the
last crop stage. Therefore, the number of predictors increased during the growing season
when more and more stages were completed.

3.1. Phenological Stage Estimation

The main phenological stages were estimated using the accumulated growing degree
days (AGDD) thresholds method for all the monitored fields. AGDD was calculated by
summing the growing degree days (GDD) obtained each day starting from the sowing date.
The GDD were calculated using Equation (1):

GDD =

[
(Tmax − Tmin)

2

]
− B (1)

https://esdac.jrc.ec.europa.eu/content/lucas2015-topsoil-data
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where Tmax and Tmin represent the daily maximum and minimum temperatures, respec-
tively, and B represents a base temperature value of 10 ◦C.

In this calculation, the following adjustments were made: (i) Tmax − Tmin below the
base temperature (10 ◦C) set GDD at 0, and (ii) mean temperature above 30 ◦C was
set at 30 ◦C. This upper limit is normally applied in maize [68]. This study considered
six phenological stages: three vegetative growth stages and three reproductive stages.
The vegetative growth stages were emergence (V1), six leaf collars (V6), and tassel (VT),
while the reproductive stages were silk (R1), dough (R4), and maturity (R6). The AGDD
thresholds used for the estimation of the six phenological stages based on FAO classes
(300–400, 500, and 600–700) are reported in Table S1. This method enables near-real-time
(NRT) operational yield predicting, unlike remote sensing methods for phenological stage
estimation, which typically require the full seasonal VI temporal trajectory to estimate key
phenological timings. Upon reaching a given AGDD in a field, yield prediction at that
time is triggered. That is, yield predictions are not issued at fixed times of the year but
upon passing specific phenological stages that may happen at different times of the year in
different fields and/or in different years. Figure 2 displays the trend and variability of the
four vegetation indices for each phenological stage and earliness class.
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3.2. Feature Extraction by Phenological Stage

At each phenological stage, the time series of the four VIs calculated for each field
were temporarily smoothed using a generalized additive model (GAM) to remove the
outliers and regularize the time series and enabling fitting in a flexible way the trajectory of
the vegetation index [69–71]. At the end of each phenological stage, the fitted values of the
previous stage are updated. The GAM was fitted using the “mgcv” package in R [72]. The
generic formula of a one-dimensional GAM is displayed in Equation (2):

VI(t) = β0 + s(t) + εt (2)

where VI is the observed vegetation index value at time t, B0 is the intercept of the function
at t = 0, s represents a smoothing function of covariate t (in this case DOY), and εt is a
random error term with εt ∼ N (0, σ2). The smoothing function is defined by Equation (3):

s(t) =
k

∑
k=1

βkbk(t) (3)

where the final smoothing function s(t) is the sum of all K basis functions bk(t) multiplied
by its corresponding weight βk. For each phenological stage, two types of predictors were
extracted and used as input predictors to predict observed maize yields: (i) the rate of
growth calculated as the mean of the first derivative of each phenological stage (fd_, e.g.,
fd.NDVI_VT-R1), and (ii) the mean values of each selected vegetation index (i.e., NDVI,
GNDVI, NDRE, and NDWI) in a specific interval of the phenological stage (e.g., NDVI_VT-
R1). Together, these two types of predictors enabled consideration of both biomass level
and growth rate in the period between two phenological stages. As with satellite data,
meteorological data were aggregated according to the phenological stage. Rainfall data
were cumulated for each phenological stage (e.g., cumPrec_VT-R1), while the average
values for all other meteorological predictors were calculated for each phenological stage
(e.g., Tmax_VT-R1, Tmin_VT-R1, TAvg_VT-R1, VPD_VT-R1, ET0_VT-R1).

3.3. Model Configurations

Pre-processing is an important step in machine learning workflows. It can improve
prediction accuracy by discarding irrelevant features and speeding up model training [33].
Two pre-processing techniques were tested in the modeling framework: either manually
defining input feature sets or automatically reducing the dimensionality. First, from the
full set of available satellite, meteorological and soil predictors (named Vis + S + M), some
relevant subsets were defined: satellite data only (VIs), satellite data and meteorological
data (Vis + M), and satellite data and soil data (VIs + S). Second, an additional step was
carried out via principal component analysis (PCA), retaining the principal component
(PCs) up to 95% explained variance of the entire set of predictors. PCA reduces the noise
effect caused by data redundancy and multicollinearity. In addition, compared to feature
selection techniques, PCA is not limited to reducing collinearity/multicollinearity and
redundant information, as it can also extract new predictors [73]. In summary, at each
phenological stage, all ML algorithms are trained on four input feature sets, with and
without PCA (the predictors are always centered and scaled), for a total of 8 different
combinations for each phenological stage.

3.4. Cross-Validation Strategy

In total, three independent data sets were required to determine both hyper-parameters
and model performance: the training set used to train the model, the validation set used
to optimize the hyper-parameter set, and the test set used to estimate model performance.
Similarly to [33], a nested leave-one-year-out cross-validation was adopted. This cross-
validation strategy required splitting the data into an outer cross-validation loop and
an inner cross-validation loop. In the outer cross-validation loop, data from one year
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of the n available year (n = 4) were held out. The remaining 3 years were used in an
inner cross-validation loop. In the inner cross-validation loop, data from one year of the
3 available are held out one at a time for validation. During each inner cross-validation
loop, model hyper-parameters were selected using the remaining 2 years. After identifying
the optimal hyper-parameters, the best model obtained was used to predict the group’s
performance in the outer loop by comparing the predicted and actual values (i.e., the
model test). This procedure is repeated for all 4 years to evaluate the model’s prediction
performance. Following this approach, four versions of the model (i.e., same architecture
but different hyper-parameters and coefficients at each iteration possible) were trained:
one for each of the n outer loops. Thus, different hyper-parameters and coefficients of the
model can be selected in each iteration of the outer loop. The mean value and the standard
deviation obtained from the different outer loops for each feature set, ML algorithm, and
phenological stage were calculated for each evaluation metric.

3.5. Machine Learning Algorithms

In this study, seven machine learning algorithms were selected and compared: random
forest (RF, [74]), cubist (CUB, Quinlan, 1992), single-layer perceptron feedforward neural
networks (NNET, [75]), support vector regression with linear and radial basis function
kernels (SVMl and SVMr, [76]), Gaussian process regression (GPR, [77]) and k-nearest
neighbors (kNN, [78]). Algorithms were implemented using the R package “caret” [79].
Each model has a set of hyper-parameters to be optimized. Here we used systematic
grid search optimization, i.e., testing a grid of empirically chosen candidates. A cross-
validation strategy was used to determine the best hyper-parameters and evaluate each
ML configuration properly, avoiding over-fitting issues [80,81]. A brief description of each
algorithm and its hyper-parameters is presented in Supplementary Table S2.

3.6. Predictor Variables of Maize Yield

Predictor importance was assessed by repeatedly permuting the values of a predictor and
examining how model performance changed (i.e., permutational importance of predictors) [82].
The more the model’s performance decreases, the more important the predictor. Specifically,
variable importance was calculated by evaluating the increase in Root Mean Square Error
(RMSE) of prediction when shuffling the predictors within a dataset. The predictor importance
was calculated using the DALEX package. To demonstrate the uncertainty of the predictor’s
importance estimation, the predictor importance was calculated for 10 permutations [83].

3.7. Model Evaluation

To evaluate the performance of each ML configuration, the RMSE, the coefficient of
determination (R2), the normalized RMSE (nRMSE), the mean absolute error (MAE), and the
mean absolute percentage error (MAPE) were calculated using the reported Equations (4)–(8):

R2 =

(
∑n

i=1(yi − yi)
(

fi − fi

))2

∑n
i=1(yi − yi)

2 ∑n
i=1

(
fi − fi

)2 (4)

RMSE =

√
1
n

n

∑
i=1

(yi − fi)
2 (5)

nRMSE (%) =
RMSE

yi
· 100 (6)

MAE =
∑n

i=1 |yi − fi|
n

(7)

MAPE =
∑n

i=1
|yi−fi|

yi
· 100

n
(8)
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where n (i = 1, 2, . . . , n) is the number of samples used to test the ML model, yi is the
observed yield, yi is the corresponding mean value, fi is the predicted yield and f i is the
corresponding mean value. The closer the R2 is to 1, the higher the model’s prediction
performance. Small nRMSE (%) and RMSE values indicate less discrepancy within the
observed and predicted yield.

4. Results

In total, seven machine learning models were trained with eight ML configurations.
The prediction performance was evaluated using the R2, RMSE, and nRMSE calculated
from a test dataset’s predicted and observed yield. The results of the leave-one-year-out
cross-validation were summarized for each ML configuration (Table S2 and Figure 3).
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Figure 3. Model performance at six phenological stages for four feature sets (VIs, VIs + M, VIs + S,
VIs + S + M) using the seven ML algorithms (kNN, SVMr, RF, CUB, GPR, SVMl, and NNET) and
without principal component analysis (PCA) data reduction. The filled point represents the mean
values of R2 and nRMSE (%).

4.1. Performance of Yield Predictions

Figure 3 displays the temporal evolution of the cross-validated performance of the
various model configurations (i.e., best-performing configuration per ML algorithm and
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by predictor set) as more and more information is made available through the growing
season. In general, the performance improved as the prediction period approached the
end of the growing season (i.e., R2 gradually increased with time, while nRMSE and RMSE
decreased). Focusing on the configurations based on only vegetation indices (VIs) without
the application of a PCA (Figure 4), it was observed that the best model at the maturity
stage (R6) was the GPR model with an RMSE of 1.80 Mg ha−1, an R2 of 0.37 and an nRMSE
of 13.42% (Table S3). RF and SVMr follow the GPR model, respectively, with an RMSE of
1.83 and 1.85 Mg ha−1 and an nRMSE of 13.62% and 13.83%. The performance of the GPR
model greatly increased during the initial phenological stages (from V1 to VT) with an R2

from 0.14 (V1) to 0.29 (VT), and nRMSE decreased from 15.84% (V1) to 13.62% (VT).
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After this initial large increase, the GPR performance kept increasing at a lower rate
until the introduction of the variables related to R1 (milk stage). Subsequently, different
behaviors were observed depending on the ML algorithm considered; for SVMl and NNET,
performance dropped in terms of both RMSE and R2. In particular, SVMl achieved its
best performance at VT (RMSE of 1.90 Mg ha−1 and nRMSE of 14.26%) and its worst at
R6 (RMSE of 2.41 Mg ha−1 and an nRMSE of 18.11%). The lowest RMSE of SVMl models
at VT was comparable to that of CUB at the R1 stage and to that of RF, GPR, and SVMr
at R4 (Table S3). Overall, for the best models (i.e., RF, GPR, and SVMr), the inclusion of
meteorological variables (VIs + M), compared to the use of VIs only, did not improve the
prediction performance of the ML algorithms in terms of RMSE and nRMSE (%) but in
terms of R2. With this feature set, GPR and RF remain the two best ML algorithms at R6,
with an RMSE of 1.80 Mg ha−1 for both and an nRMSE of 13.48% and 13.45%, respectively.
The addition of soil data (VIs + S) to the VIs increased R2 at the V1 (Figure 3). With this
feature set (VIs + S), the best ML algorithms at the R6 were the RF and GPR (an RMSE of
1.78 Mg ha−1 and 1.80 Mg ha−1, an nRMSE of 13.25% and 13.51%, respectively). At the R6,
GPR, RF, and SVMr were the best ML algorithms (nRMSE of 13.31%, 13.50%, and 13.95%,
respectively). The addition of both meteorological and soil data to the VIs improved the
performance of the maize yield prediction, particularly early in the season (e.g., V1 and
V6). In contrast, after VT, neural networks and SVMl decreased their performance during
the season when meteorological predictors were considered.

4.2. Influence of Lead Time on Yield Prediction Performance

In order to reveal the magnitude of the changes observed for each model and disre-
gard the different levels of performances of different models, performance from V1 to R6
(maturity stage), the R2 and nRMSE were normalized from 0% to 100% using a min-max
approach (expressed as nR2 and nRMSEn) [51]. In general, the greatest increase in model
performances occurred during V1 to VT (Figure 4). At the same time, after VT, there was
only a slight improvement (SVMr, RF, and GPR) or even a reduction in performance (SVMl
and NNET). In particular, using the full feature set (Vis + M + S), analyzing the nRMSEn,
the optimal phenological stage for maize yield predictions was V6 for NNET and SVMl,
and R4 for other ML algorithms.

4.3. Effect of Data Reduction (PCA)

To study the effect of dimensionality reduction, PCA was applied to each ML configu-
ration (combinations of ML algorithms, feature set, and phenological stage) (Figure 5 and
Table S4). The application of PCA showed contradictory results: in some cases, performance
decreased, while in other cases, it increased. For example, when meteorological data were
included in the predictors, the application of PCA improved performance, especially at the
beginning of the growing season. When PCA was applied to SVMr, performance decreased
as the season progressed after reaching the R1 stage. In contrast, SVMl and NNET showed
a gradual increase in performance during the growing season, but only when PCA was
applied, especially for the feature set with meteorological data (Vis + M). Overall, without
PCA, the performance of SVMl and NNET decreased from the V6 stage to the maturity
stage (R6). At the maturity stage, when PCA was applied, SVMl achieved the best overall
performance in terms of RMSE 1.77 Mg Ha−1, followed by RF and NNET at the same
phenological stage.

An additional benefit of the application of PCA was the overall reduction in the
standard deviation of the RMSE (on average by 30.20% (VIs + M), 12.12% (VIs + S), and
29.62% (VIs + S + M) calculated from the outer-loop cross-validation at the maturity stage
(R6). The most significant reduction in the standard deviation was observed in the NNET
and SVMl with the full feature set (VIs + S + M) at the dough stage (R4) and at the maturity
stage (R6), respectively (84.72% and 72.30%) (Figure 6 and Table S4).
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4.4. Informative Predictor Variables

In order to study the importance of the predictors, the full feature set configuration
(VIs + M + S) at the maturity stage was analyzed without PCA dimensionality reduction.
Overall, the VIs-based predictors were often among the ten most important predictors. For
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CUB, GPR, RF, and SVMr, at least six predictors out of ten were based on VIs, and several
of these predictors were calculated using NDWI (Figure 7). Only NNET had the majority
of the predictors based on meteorological data. CUB, RF, and SVMr had more than 50% of
the predictors collected before the R1 stage.
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Figure 7. The variable importance of each ML algorithm (with the full feature set, VIs + S + M)
for maize yield prediction at R6 (maturity stage) was expressed by the drop-out loss of model
performance for each predictor related to the drop-out loss of the full model. The acronym “fd._”
indicates the growth rate of a specific vegetation index in a specific phenological stage.

5. Discussion

This study proposed to identify an accurate modeling framework for maize yield
prediction using satellite, meteorological, and soil data. The accuracies of yield prediction
of seven ML algorithms (CUB, GPR, kNN, NNET, RF, SVMl, and SVMr) were evaluated
at six phenological stages (V1, V6, VT, R1, R4, and R6) testing four feature sets (VIs, VIs +
M, VIs + S, and VIs + M + S) and comparing the performances achieved with and without
data reduction using PCA. GPR, RF, and SVMr were the best ML algorithms at R6 with
the full feature set (VIs + S + M), showing high performance in terms of nRMSE (13.31%,
13.50%, and 13.95%), while SVMl and NNET consistently ranked last at this stage. The good
performance obtained with SVMr was also reported in a study on wheat yield prediction
in Australia by Kamir et al. [35]. The authors explained that SVMr is superior to other
algorithms because it provides maximum generalization based on risk minimization. This
minimizes an upper bound of the generalization error rather than minimizing the training
error, thus achieving better generalization and transferability performance. In fact, SVMr
minimizes an upper bound on error generalization rather than minimizing the training
error. However, in this study, GPR and RF outperformed SVMr. This result could be
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explained by the fact that both the GPR and RF have their own aptitude for selecting and
weighing the most important variables, making them robust in cases where there are several
autocorrelated or noninformative variables [84,85]. Only slight differences were observed
across the compared algorithms. This highlights that the main factors that influence the
predictive performance of the algorithms are the predictors with which the ML algorithm
is fed and the phenological stage at which the yield prediction is carried out.

Depending on the purpose of the yield prediction, different levels of accuracy and
timing at which prediction should be available are required. In precision agriculture,
for example, it is essential to make predictions during the growing season to ensure that
information is available early enough for the timely implementation of agronomic decisions,
such as fertilization, irrigation, and phytosanitary treatments [11,12]. Previous studies
identified one to two months before harvest as the optimal prediction time for maize yield
prediction [86,87]. In this study, the predicting time providing the largest accuracy varied
depending on the ML algorithms used. With SVMl and NNET algorithms, the optimal
prediction time was at V6 and VT, whereas, for the other algorithms (SVMr, RF, GPR, CUB,
kNN), the optimal phenological stage was R4. The V6 and VT were also found to be the
optimal phenological stages for maize yield prediction in other environments [19,88,89].
In agreement with Li et al. [86], the results presented in this work show that the maize
yield prediction performance significantly increases until VT. Then it remains stable or has
only a slight increase during the rest of the season, most likely because, at VT, the canopy
is fully developed (maximum LAI) and has reached its maximum capacity to intercept
radiation [90].

More than half of the ten most important predictors (Figure 7) are derived from satellite
information. Although the RMSE loss after permutations of the individual variables for
the best algorithm (GPR) is relatively small, the absence of predictors before the V6 stage
reflects the high uncertainty in predicting final yields before that phenological stage.

The slight increase in performance that occurred after VT (Figure 4) seems to be in
contradiction with the analysis of the importance of the predictors. In fact, among the most
important predictors were several meteorological predictors after VT within the ten most
important predictors, such as the cumulative rainfall in the period between R3 and R4
(cumPrec_R3-R4). This could mean that the best ML algorithm (GPR) correctly interpreted
the importance of rainfall at the end of the growing season in predicting actual yield despite
performance not improving after VT. Regarding SVMl and NNET, they reached their best
performance at V6 and VT, and their performances declined after these phenological stages.
This trend was likely due to data dimensionality and collinearity, depending on the feature
set and the phenological stage considered. The decline in performance following the
introduction of phenological stage-related variables at R4 becomes more evident as the
feature set size increases. The NNET displayed the greatest decrease in performance,
possibly due to the excessive number of parameters added to the model [58]. Other
studies apply dimensionality reduction techniques, such as principal component analysis
(PCA), to enhance model performance. In this study, the most significant impact of data
reduction using PCA was mainly observed for the full feature set and with the SVMl and
NNET algorithms. On the contrary, SVMr, CUB, RF, and GPR were negatively affected
by PCA, highlighting how these algorithms are more resistant to redundant variables
and can extract relevant features more efficiently than PCA, confirming the observations
of Meroni et al. [33]. In addition, the growth rate of NDWI between the R4–R6 stages
was among the ten most important variables, which seems to confirm that the senescence
rate is correlated with yield, as reported by Ji et al. [44]. The relevance of the NDWI
and NDRE measured from V6 to VT confirms the importance of these vegetative growth
stages, when stems and leaves grow vigorously and continuously accumulate nitrogen [91].
Among the meteorological variables, cumulative precipitation from the V6 stage through
the end of the season (V6-VT, R4-R6) was among the most important predictors. This is
consistent with other studies that demonstrated a high correlation between precipitation
and yield [92]. In fact, many studies have found that during the tasseling stage, maize is
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highly drought-sensitive [93]. The inclusion of soil predictors, albeit at coarse resolution,
resulted in improved predictive capabilities, indicating how they provide complementary
information to the time series of vegetation indices, especially early in the growing season.
However, it is important to note that the importance of predictors may vary by analyzing
earlier phenological stages.

6. Conclusions

This study developed an ML modeling framework for maize yield prediction using
multi-source data (vegetation indices, soil, and meteorological data, VIs + S + M). This
ML modeling framework was used to identify the best-performing ML configuration and
optimal lead time to provide different agri-food stakeholders (i.e., producers and pro-
cessing industries) with yield predictions. The main factors that influence the predictive
performance of the ML algorithms are the predictors with which the ML algorithm is fed
and the phenological stage at which the yield prediction is carried out. Overall, GPR and
RF were the best algorithms for predicting maize yield, and their best performance was
achieved late-season (R6). The NNET achieved similar accuracy to GPR and RF but earlier
in the season (VT-R1). However, after VT, it was observed that the performance of NNET
decreased if data reduction (principal component analysis, PCA) was not applied, possibly
due to the introduction of noninformative and autocorrelated predictors and an increase
in the excessive number of parameters added to the neural network. This decrease in
performance as the season progressed was not observed when applying PCA. Furthermore,
the application of PCA reduces the standard deviation of maize yield prediction perfor-
mance from outer-loop cross-validation. Therefore, based on the results presented in this
study, two different approaches can be recommended based on the stakeholder. The first,
applicable when the main stakeholder is represented by the producer itself, who needs
to predict yield with perhaps lower accuracy but earlier in the growing season, includes
neural networks at the VT stage. The second, applicable when the main stakeholder is
represented by the industry, which wants greater accuracy and can wait later in the growing
season than the manufacturer, involves the application of RF at the R6 stage.
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