
Calc. Var.           (2024) 63:54 
https://doi.org/10.1007/s00526-024-02662-3 Calculus of Variations

Convex functions defined onmetric spaces are pulled back
to subharmonic ones by harmonic maps

Hugo Lavenant1 · Léonard Monsaingeon2,3 · Luca Tamanini4 ·
Dmitry Vorotnikov5

Received: 8 March 2023 / Accepted: 22 December 2023
© The Author(s) 2024

Abstract
If u : � ⊂ R

d → X is a harmonic map valued in a metric space X and E : X → R

is a convex function, in the sense that it generates an EVI0-gradient flow, we prove that the
pullback E◦u : � → R is subharmonic. This property was known in the smooth Riemannian
manifold setting or with curvature restrictions on X, while we prove it here in full generality.
In addition, we establish generalized maximum principles, in the sense that the Lq norm of
E ◦ u on ∂� controls the L p norm of E ◦ u in � for some well-chosen exponents p ≥ q ,
including the case p = q = +∞. In particular, our results apply when E is a geodesically
convex entropy over the Wasserstein space, and thus settle some conjectures of Brenier
(Optimal transportation and applications (Martina Franca, 2001), volume 1813 of lecture
notes in mathematics, Springer, Berlin, pp 91–121, 2003).
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1 Introduction

Let � ⊂ R
d , D ⊂ R

n be open domains, u : � → D be a smooth harmonic map, i.e.
�u = 0, and E : D → R be a smooth convex function, i.e. ∇2E ≥ 0. A simple computation
shows that u pulls E back to a subharmonic function on�, i.e.−�(E◦u) ≤ 0. Consequently,
u(∂�) ⊂ C implies u(�) ⊂ C for any closed convex subset C ⊂ D, which can be viewed
as a maximum principle, cf. [13] (just letting E be the distance to C).

Ishihara [20] proved that the property of pulling (geodesically) convex functions defined
on a Riemannian manifold (without boundary) back to subharmonic functions defined on
another such manifold is actually equivalent to the harmonicity of the corresponding map
between the manifolds, see also [23, Chapter 9]. Several authors generalized this result to
more abstract settings. Namely, the above-mentioned equivalence is known provided either
(i) the target X of the alleged harmonic map u : � → X is a metric tree or a Riemannian
manifold of non-positive curvature (NPC in short) [34], or (ii) when the source domain �

is a 1-dimensional Riemannian polyhedron and the target X is a locally compact geodesic
NPC metric space [11], and finally (iii) when the domain � is a Riemannian polyhedron
of arbitrary dimension but the target X is either a smooth Riemannian manifold without
boundary or a Riemannian polyhedron of non-positive curvature of dimension ≤ 2, cf. [11,
13].

In this work we will only concentrate on the “direct” statement.1, that is:

[u : � → X harmonic and E : X → R convex] ⇒ [E ◦ u subharmonic on �] (1.1)

This was established by Fuglede [13, Theorem 2] provided the domain � is a Riemannian
polyhedron, the target X is a simply connected complete geodesic NPC metric space, and
E : X → R is a continuous convex function.

Recent advances tackled a particular metric space X that does not admit any upper bound
on the curvature, namely, when � is a bounded open domain � ⊂ R

d and X = P2(D) is
the space of probability measures over a convex compact set D ⊂ R

n equipped with the
2-Wasserstein distance (the latter is known to be a positively curved metric space—PC, in
short—see [3]). In this framework the statement (1.1) was conjectured by Brenier in [7]
when E : P2(D) → [0,+∞] is the Boltzmann entropy H(ρ) = ∫

D ρ log ρ dx , which
is geodesically convex on P2(D) [3, 35]. The first author gave recently a partial positive
answer to this conjecture in [26]: he actually proved that, given a geodesically convex function
E : P2(D) → [0,+∞] and a boundary condition ub : ∂� → P2(D), one can find at least
one solution u : � → P2(D) of the Dirichlet problem with boundary conditions ub such
that −�(E ◦ u) ≤ 0 in � in the sense of distributions. This does not automatically imply
that the Ishihara property (1.1) holds for every harmonic map because the uniqueness of
the solutions to the corresponding Dirichlet problem has not yet been established. He also
provided a generalized maximum principle: namely, the essential supremum of the harmonic
pullback to� of a convex entropy on theWasserstein space is always attained at ∂�. Notably,
at this level of generality this does not follow immediately from the subharmonicity of the
pullback since the latter one is subharmonic only in � and is not necessarily continuous up
to the boundary.

In this paper we are concerned with the generalization of the claim (1.1) when � is a
smooth bounded domain of Rd (d ≥ 2) but X is an abstract metric space, without any
(local) compactness or curvature-related restrictions. We also establish several generalized

1 For the reasons already mentioned the property of pulling convex functions back to subharmonic ones is
sometimes referred to as the Ishihara property.

123



Convex functions defined on metric spaces are pulled back… Page 3 of 20    54 

maximum principles for the harmonic pullback. These read roughly speaking as

‖E(u)‖L p(�) ≤ C‖E(u)‖Lq (∂�) (1.2)

for some p ≥ q , with C depending only on p, q , and �. In such control, the finiteness of
the left-hand side is a consequence of that of the right-hand side. The classical maximum
principle corresponds to p = q = +∞ and C = 1.

For sake of completeness, let us mention that in the recent years the study of harmonic
maps has been generalized not only by relaxing the assumptions on the target, but also on the
source space. In this respect, it is worth citing the two groundbreaking papers [14, 28], where
regularity of harmonic maps from an RCD(K , N ) space into a CAT(0) one is established.

At our level of generality, there exist various ways of defining harmonicity and even
convexity. For the latter we impose the stronger condition that E is not only convex, but
moreover generates an EVI0-gradient flow in the sense of [31]. This encompasses the cases of
geodesically convex functions onNPCspaces, geodesically convex functions onRCD(K ,∞)

spaces, and also for a large class of entropy functionals over theWasserstein spaceX = P2(Y )

where Y is a complete geodesic metric space, see [31, Section 3.4] for precise definitions and
statements in all theses cases. Moreover, according to [31, Theorem 3.15], in a forthcoming
work it will be shown that geodesically convex functions on complete PC metric spaces
always generate an EVI0-gradient flow. In short, the gap between our assumption (that E
generates an EVI0-gradient flow) and the geodesic convexity of E is tiny and subtle. On the
other hand, for the notion of harmonicity we will adopt a purely variational approach and
look only at maps u : � → X which are global minimizers of a Dirichlet energy in the spirit
of Korevaar and Schoen [24]. Note that without additional assumptions on the target space
X, such as negative curvature, harmonic maps with prescribed boundary conditions are not
expected to be unique.

The main strategy will be to use the gradient flow generated by E in order to suitably
perturb the map u, and then exploit quantitative information from the defect of optimality
of this perturbation. The most technical part comes from modifying the function u up to
the boundary of � in order to prove (1.2). The technique of proof (using an EVI0-gradient
flow to perturb a metric-valued map) was first used by the second author and Baradat in [5]
when � is one-dimensional and E is the Boltzmann entropy on the Wasserstein space, based
on probabilistic arguments for fluid-mechanical applications. Again for one-dimensional
domains � = [0, 1], a similar approach was employed by some of the authors in the setting
when X is the non-commutative Fisher–Rao space or, more generally, an abstract metric
space, cf. [29, 30] as well as the independent work [1].

Our strategy here can be extended to local minimizers of the Dirichlet energy, see
Remark 4.7, but would fail when leaving the variational framework (that is, if considering
arbitrary critical points of the Dirichlet energy).

Remark 1.1 (Brenier’s conjectures) Brenier [7] first conjectured that the pullback of the
Boltzmann entropy acting on the Wasserstein space by a harmonic map is subharmonic,
and gave a formal proof of this claim. As a vague corollary, he surmised the following
second conjecture, cf. [7, Conjecture 3.1]. Take u : � → P2(D) a harmonic map valued
in the Wasserstein space (it is proved in [26] that Brenier’s notion of harmonic maps in [7]
coincides with the one of the present work). Brenier was expecting that if the measures u(x)

for x ∈ ∂� are absolutely continuous with respect to the Lebesgue measure on D, then it is
also the case for u(y) with y ∈ �. Taking E to be any displacement convex internal energy
[35], e.g., the Boltzmann or the Rényi–Tsallis entropy, we give here a positive answer (for
a.e. y ∈ �) to Brenier’s second conjecture under the assumption that E(u) ∈ L1(∂�), see
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our Theorem 2.4. In particular, Theorem 2.4 also settles the first conjecture in full generality,
improving the partial result of [26, Theorem 6.3].

Remark 1.2 As far as we are aware, there is no full theory available for the Dirichlet boundary
value problem in general metric spaces. We refer, e.g., to [24] for NPC spaces, and to [26]
for the specific case of (PC) Wasserstein spaces. As this is not the main concern of the paper,
we shall disregard here the question of existence (let alone uniqueness) of solutions to the
Dirichlet problem.

The paper is organized as follows. In Sect. 2, we rigorously specify our framework and
state the main results. Our most fundamental conclusion is Theorem 2.4. It not only implies
the subharmonicity of the pullback inside�, but also dealswith the boundary values and leads
to the corresponding L1, L p and L∞ maximum principles, see respectively Theorems 2.4,
2.6, 2.5. In Sect. 3, we discuss the properties of EVI0-gradient flows, harmonic maps and
Dirichlet energies to be used throughout. The proofs are postponed to Sect. 4. Appendix 1
finally contains two technical real-analysis lemmas.

2 Main statements

2.1 Setting

Let us start by fixing all the assumptions on our main objects of study, mainly the domain �,
the target X, and the functional E.

If a ∈ R we denote by a+ = max{a, 0} and a− = max{−a, 0} its positive and negative
part, respectively.

We always assume for simplicity that� ⊂ R
d is an open bounded domain of class at least

C2,α , see Remark 4.6 for a comment about domains with less regular boundaries. We endow
� with its Lebesgue measure and its boundary ∂� with the Hd−1 measure.

As concerns the target space and the functional, let (X,d) be a complete metric space and
let E : X → R ∪ {+∞} be lower semicontinuous with dense domain, i.e. D(E) = X, where
D(E) = {u ∈ X : E(x) < +∞}. We do not assume that E is bounded from below. Moreover,
we assume that E generates an EVI0-gradient flow for any initial condition u ∈ X, in the sense
of [3]. This means that there exists an everywhere-defined 1-parameter semigroup (St )t≥0

such that t 
→ St u belongs to ACloc((0,∞),X) ∩ C([0,∞),X) and

1

2

d

dt
d2(St u, v) + E(St u) ≤ E(v), ∀v ∈ X, a.e. t > 0. (EVI)

In particular, this implies that E is geodesically convex [10, 29].
Let us also provide the crucial definition for the understanding of the statements of themain

results: the notion of harmonicmap. This requires introducing first the space of metric-valued
Sobolev functions, the Dirichlet energy, and the notion of trace.

The space L2(�,X) consists of (equivalence classes up to a.e. equality of) Borel maps
u : � → X with separable essential range, i.e. u(� \ N ) ⊂ X is separable for some N ⊂ �

with |N | = 0, such that d(u(·), v) ∈ L2(�,R) for some (hence for any, since |�| < ∞)
v ∈ X. For u ∈ L2(�,X) the ε-approximate Dirichlet energy is defined as
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Dirε(u) := 1

2Cdεd+2

∫∫

�×�

d2(u(x), u(y))1|x−y|≤ε dxdy, Cd := 1

d

∫

B1

|z|2 dz.

(2.1)

Here B1 = B1(0) ⊂ R
d is the standard Euclidean ball, so that Cd is merely a dimensional

constant. The Dirichlet energy Dir(u) is then defined as the limit of Dirε(u) as ε ↓ 0 (which
always exists, being possibly +∞, see [8, Theorem 4]), namely

Dir(u) := lim
ε→0

Dirε(u). (2.2)

The space H1(�,X) is then defined as {u ∈ L2(�,X) : Dir(u) < ∞} and, as shown in
[24, Theorem 1.12.2], there exists a well-defined trace map from H1(�,X) into L2(∂�,X)

that we shall denote by

H1(�,X) → L2(∂�,X)

u 
→ Tr(u)
. (2.3)

Throughout the whole paper we slightly abuse notations and, unless explicitly mentioned,
we always write ub = Tr(u) for the boundary trace of a function u ∈ H1(�,X). This trace
is built as follows: given a vector field Z transversal to ∂�, let (xt )t be the flow induced by
Z starting at x0 ∈ ∂�, i.e. the unique solution to ẋt = Z(xt ) with x |t=0 = x0; then u admits
a representative such that, for a.e. x0 ∈ ∂�, the map t 
→ u(xt ) is Hölder continuous and
thus ub(x0) := limt↓0 u(xt ) exists. It turns out that this construction depends neither on the
choice of the representative nor on the transversal field Z. Given any ϕ ∈ H1(�,X), we set
H1

ϕ (�,X) := {u ∈ H1(�,X) : ub = ϕb}.

Remark 2.1 In the case (X,d) is a smooth Riemannian manifold, the Dirichlet energy is
nothing but the L2-norm of the differential of u

Dir(u) = 1

2

∫

�

‖du(x)‖2F dx,

being ‖ · ‖F the Frobenius (a.k.a. Hilbert-Schmidt) norm. Moreover, for a smooth E, the
existence of an EVI0-gradient flow of E simply means that E is convex, and in this case the
curve t 
→ St u = γt is the solution to the gradient flow equation γ̇t = −∇E(γt ) with initial
condition γ |t=0 = u.

Definition 2.2 Amap u ∈ H1(�,X) is said to be harmonic if it is aminimizer of theDirichlet
problem

inf
v∈H1

u (�,X)
Dir(v).

Remark 2.3 There exist many ways to define harmonic maps. In particular, those maps might
be merely required to be locally minimizing, or just be critical points of the Dirichlet energy,
etc., leading to different qualitative behavior already when (X,d) is a smooth Riemannian
manifold [19]. In this paper we consider only harmonicity in the sense of Definition 2.2 (see
however Remark 4.7 for an easyweakening), which can be seen as themost restrictive notion.
For the ease of exposition we shall simply talk of harmonic maps.
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2.2 Themain results

Our first main result is the Ishihara property for harmonic maps as defined above.

Theorem 2.4 (Ishihara property) Let u ∈ H1(�,X) be harmonic with boundary values
ub = Tr(u) such that E(ub) ∈ L1(∂�). Then E(u) ∈ L1(�) and

∫

�

(−�ϕ)(x)E(u(x)) dx ≤
∫

∂�

(

−∂ϕ

∂n

)

E(ub) dσ ∀ϕ ∈ C2(�), ϕ ≥ 0, ϕ|∂� = 0,

(2.4)

where σ := Hd−1 ¬
∂� is the restriction of the (d−1)-dimensional Hausdorff measureHd−1

to the boundary and n is the outward unit normal to ∂�. In particular, E(u) is subharmonic
in the distributional sense.

The identity (2.4) can be interpreted as
{

−�E(u) ≤ 0 in �,

E(u) ≤ E(ub) on ∂�

in the weak sense, and it enables us to prove some generalized maximum principles.
Primarily, we derive a “classical” L∞-maximum principle estimate.

Theorem 2.5 (L∞-maximum principle) Let u ∈ H1(�,X) be harmonic with boundary
values ub = Tr(u) such that E(ub) ∈ L1(∂�). Then

ess sup
x∈�

E(u(x)) ≤ ess sup
x∈∂�

E(ub(x)),

and the left-hand side is finite if and only if the right-hand side is.

Ultimately, leveraging the classical theory of elliptic regularity, we get the refinement of
Theorem 2.4 that was informally anticipated in (1.2).

Theorem 2.6 (Gain of L p-regularity) Let u ∈ H1(�,X) be harmonic with boundary values
ub = Tr(u) such that E(ub)+ ∈ Lq(∂�), 1 < q < ∞. Then E(u)+ ∈ L p(�) with the explicit
exponent p = dq

d−1 . Moreover, if q = 1 (exactly as in Theorem 2.4), then E(u)+ ∈ L p(�) for

any p < d
d−1 .

Remark 2.7 Observe that in Theorem 2.6 we impose the restriction p ∈ [
1, d

d−1

)
for q = 1.

This contrasts with the closed range of admissible integrability exponents p ∈ [
1, dq

d−1

]
when

q > 1 (note carefully that � is bounded). This limitation has to do with the fact that certain
Besov parameters become critical, see Remark 4.8 for more details.

Remark 2.8 In Theorem 2.4, the conclusion E(u) ∈ L1(�) will be derived from the integra-
bility of E(ub), which can be viewed as an L1 maximum principle, cf. (1.2). Actually, as
detailed later in Lemma 4.1, although E can be unbounded from below, there always holds
E(u)− ∈ L2(�) and E(ub)− ∈ L2(∂�), this is a direct consequence of u ∈ L2(�,X)

and ub ∈ L2(∂�,X). In Theorem 2.6 we independently control the positive part of E(u).
In particular, if E(ub)+ ∈ L1(∂�), the above considerations yield E(u) ∈ L p(�) for any
p < d

d−1 .

Remark 2.9 Even in the case when X is an NPC space, our analysis slightly improves the
existing results. In particular, in comparison with [13] we do not assume that E is continuous,
which is crucial for infinite-dimensional applications of the abstract metric theory.

123



Convex functions defined on metric spaces are pulled back… Page 7 of 20    54 

3 Some useful properties of EVI-gradient flows and Dirichlet energies

For the sake of the reader, and as a complement to the essential definitions already provided in
the previous section, we collect here all properties concerning EVI-gradient flows, harmonic
maps and Dirichlet energies that are required in the sequel.

3.1 Properties of EVI-gradient flows

We list now some useful properties of EVI-gradient flows, which hold true under the afore-
mentioned assumptions on X and E. (Recall in particular that we always assume D(E) = X.)
First of all, the slope of E (defined as a local object) admits the following global representation

|∂E|(u) := lim sup
v→u

(
E(u) − E(v)

)+

d(u, v)
= sup

v �=u

(
E(u) − E(v)

)+

d(u, v)
, (3.1)

provided u ∈ D(E), see [31, Proposition 3.6] taking into account our standing assumption
that any u ∈ D(E) =X is the starting point of an EVI0-gradient flow. This implies in particular
that |∂E| : X → [0,∞] is lower semicontinuous, since so is the above right-hand side (as a
supremum of lower semicontinuous functions). Moreover, as an easy byproduct of (3.1) we
see that

|E(u) − E(v)| ≤ (|∂E|(u) + |∂E|(v)
)
d(u, v), ∀u, v ∈ D(E). (3.2)

In addition, from [31, Theorems 2.17 and 3.5] we know that:

(i) Contraction. If (γt ) is an EVI0-gradient flow of E starting from u ∈ X and (γ̃t ) is a
second EVI0-gradient flow of E starting from v ∈ X, then

d(γt , γ̃t ) ≤ d(u, v), ∀t ≥ 0. (3.3)

This means that EVI0-gradient flows are unique (provided they exist) and thus if there
exists an EVI0-gradient flow (γt ) starting from u, then a 1-parameter semigroup (St )t≥0

is unambiguously associated to it via St (u) = γt .
(ii) Monotonicity. For any u ∈ X and t > 0 it holds St u ∈ D(|∂E|) ⊆ D(E) (in particular

D(|∂E|) �= ∅ as soon as an EVI0 flow exists), and

t 
→ E(St u) is non-increasing on [0,∞); (3.4)

t 
→ |∂E|(St u) is non-increasing on [0,∞). (3.5)

(iii) Regularizing effect for the energy. For any u, v ∈ X and t > 0 it holds

E(St u) ≤ E(v) + 1

2t
d2(u, v). (3.6)

(iv) Regularizing effect for the slope. For any u ∈ X, v ∈ D(|∂E|) and t > 0 it holds

|∂E|2(St u) ≤ |∂E|2(v) + 1

t2
d2(u, v). (3.7)

(v) Control of the speed. For any u ∈ D(|∂E|) and t > 0 there holds d(St u, u) ≤ t |∂E|(u).
We will rather use this in the following weaker form: if u ∈ X and t1, t2 > 0 then

d(St1u, St2u) ≤ |t1 − t2|
(|∂E|(St1u) + |∂E|(St2u)

)
. (3.8)
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(vi) Bound from below.E is linearly bounded frombelow, namely there existv ∈ X,α, β ∈ R

such that

E(u) ≥ α − βd(u, v), ∀u ∈ X. (3.9)

A further fundamental estimate for EVI0-gradient flows is the following. It can be seen as a
refinement of the contractivity property (3.3), allowing to compare the distance between two
EVI0-gradient flows at different times.

Lemma 3.1 For all u1, u2 ∈ X and all t1, t2 > 0 let v1 := St1u1, v2 := St2u2. Then

1

2
d2(v1, v2) + (t1 − t2) (E(v1) − E(v2)) ≤ 1

2
d2(u1, u2). (3.10)

This was proved in [29] for EVIλ-gradient flows with arbitrary λ ∈ R in a slightly different
form, for the sake of completeness we include here the full proof in the simpler case λ = 0.

Proof As a preliminary remark, note e.g. from (3.6) that St maps X into D(E) whenever
t > 0, so that E(v1) and E(v2) are both finite and thus (3.10) is unambiguous. Moreover, if
t1 = t2 = t then (3.10) is nothing but the contractivity property (3.3) thus we only need to
establish the claim when t1 �= t2.

Consider t2 > t1 (the other case is completely symmetric) and write (EVI) for the gradient
flow t 
→ St u2 with reference point v = v1 = St1u1 in the form

1

2

d

dt
d2(St u2, v1) + E(St u2) − E(v1) ≤ 0.

Integrating from t = t1 to t = t2 > t1 we get

1

2
d2(St2u2, v1) +

∫ t2

t1

(
E(St u2) − E(v1)

)
dt

≤ 1

2
d2(St1u2, v1) = 1

2
d2(St1u2, St1u1) ≤ 1

2
d2(u2, u1),

where the last inequality follows from (3.3). Leveraging now the monotonicity property (3.4)
we see that E(St u2) ≥ E(St2u2) = E(v2) for t ≤ t2. Whence

∫ t2

t1

(
E(St u2) − E(v1)

)
dt ≥

∫ t2

t1

(
E(v2) − E(v1)

)
dt = (t2 − t1)

(
E(v2) − E(v1)

)

and plugging this estimate in the previous inequality yields exactly (3.10). ��

3.2 Korevaar–Schoen theory

Since the seminal works of Korevaar and Schoen [24], and Jost [22] on Sobolev and harmonic
maps from Riemannian manifolds into metric spaces, several other (equivalent) approaches
have appeared, most notably those of Reshetnyak [32] and Hajłasz [18], and in the last
years there has been a surge of interest concerning the generalization of these papers to
singular/non-smooth source spaces, including in particular Alexandrov and RCD spaces. In
this direction it is worth mentioning [15, 16, 25, 36].

Our definition of ε-approximateDirichlet energy is, up to a dimensional factor, a particular
case of that introduced in [8, Section 1.5], inspired by [6], for the explicit choice of (non-
renormalized) radial mollifiers ρε(x) := ε−(d+2)|x |21|x |≤ε. By [8, Theorem 4] the limit of
Dirε(u) as ε ↓ 0 always exists in [0,∞] for all u ∈ L2(�,X), so that (2.2) is actually
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meaningful as already mentioned. Furthermore, by [8, Theorems 3 and 4] Dir coincides with
the Dirichlet energies defined in [22, 24]; thus by [24, Theorem 1.6.1] we know that

Dir is lower semicontinuous w.r.t. the strong topology of L2(�,X), (3.11)

where it is worth recalling that this topology is induced by the distance

dL2(u, v) :=
( ∫

�

d2(u(x), v(x)) dx
)1/2

, u, v ∈ L2(�,X). (3.12)

As a consequence of [8, Theorems 3 and 4], the Sobolev space H1(�,X) as defined in
Section 2 also coincides with those introduced in [22, 24], and by [8, Proposition 4] together
with [4, Proposition 5.1.6] it also coincides with Reshetnyak’s and Hajłasz’s definitions. The
equivalence with the latter implies in particular that u ∈ H1(�,X) if and only if there exists
a negligible set N ⊂ � and a non-negative function gu ∈ L2(�) such that

d(u(x), u(y)) ≤ (
gu(x) + gu(y)

)|x − y|, ∀x, y ∈ � \ N . (3.13)

4 Proof of themain results

This section is devoted to the proof of Theorems 2.4–2.6. The non-smooth analysis work is
done in the proof of Theorem 2.4. The main idea is to perturb u by looking at the function
ũλ = Sλφ(x)u(x) for some φ : � → [0,+∞) (to be well-chosen): in other words, we let
u(x) follow the gradient flow of E for a “time” λφ(x) that depends on x ∈ �. Applying
Lemma 3.1 at the level of the ε-approximate Dirichlet energies, and then taking the limit
ε → 0, a formal computation reveals that we should be able to estimate Dir(ũλ) as

Dir(ũλ) + λ

∫

�

∇φ · ∇E(ũλ) dx ≤ Dir(u). (4.1)

If φ vanishes on ∂� then ũλ shares the same boundary values as u, thus by the minimizing
property of u, we deduce that

∫
�

∇φ · ∇E(ũλ) dx ≤ 0. An integration by parts and the limit
λ → 0 should then readily imply our main result. However, this computation is difficult
to justify at once because E ◦ ũλ : � → R is a priori not that smooth. This is why we
add an additional regularization parameter δ > 0 and rather look, say for λ = 1 fixed, at
Sδ+φ(x)u(x): we “lift” everything up in time uniformly by δ. Owing to the regularizing effects
(3.6) and (3.7) we prove that the functions Sδ+φu and E(Sδ+φu) are smooth enough to justify
our subsequent computations (Lemma 4.1 and Lemma 4.2), then we establish the control
(4.1) of the Dirichlet energy of Sδ+φu (Proposition 4.3) and we then take the limit δ → 0
(Proposition 4.4) followed by λ → 0 (yielding Theorem 2.4). Eventually, the integrability
of E(u) is obtained by duality: having first established in Proposition 4.4 the estimate (2.4)
when the test function φ is superharmonic and relying on monotone convergence, a well-
chosen test function yields integrability of E, see Corollary 4.5, as well as Theorem 2.5 and
Theorem 2.6 thanks to classical elliptic regularity for the (standard) Poisson equation.

We now start the core of the proof.

Lemma 4.1 Let (�,A, μ) be a measure space with μ(�) < +∞, and u ∈ L2(�,X). Take
δ > 0 and φ : � → R+ a non-negative and bounded function. Set

ũδ(x) := Sδ+φ(x)u(x), ũ(x) := Sφ(x)u(x).

Then ũδ and ũ belong to L2(�,X). In addition, E(u)−, E(ũ)− and E(ũδ)− belong to L2(�)

while E(ũδ)+ belongs to L1(�).
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Proof Let us first justify the integrability of ũδ and ũ. By the triangle inequality and by the
contraction estimate (3.3) with v = Sδ+φ(x)w for some w ∈ X fixed,

d(Sδ+φ(x)u(x), w) ≤ d(Sδ+φ(x)u(x), Sδ+φ(x)w) + d(Sδ+φ(x)w,w)

≤ d(u(x), w) + d(Sδ+φ(x)w,w). (4.2)

Due to the continuity-in time of the gradient flow, the second term is bounded uniformly
in x ∈ � by a constant that depends only on ‖φ‖∞ + δ and w, whence ũδ ∈ L2(�,X).
Moreover, nothing prevents here from taking δ = 0, which yields ũ ∈ L2(�,X) too.

In order to justify that E(u)−, E(ũ)− and E(ũδ)− belong to L2(�)we simply use the lower
bound (3.9) and that u, ũδ and ũ belong to L2(�,X).

Eventually, for the integrability of E(ũδ) for δ > 0 we observe that (3.6) implies that, for
any point v ∈ D(E), we have

E(Sδ+φ(x)u(x)) ≤ E(v) + 1

2(δ + φ(x))
d2(Sδ+φ(x)u(x), v) ≤ E(v) + 1

2δ
d2(Sδ+φ(x)u(x), v),

and the right-hand side is in L1(�) since we just established that ũδ ∈ L2(�,X). ��
Lemma 4.2 Let u ∈ H1(�,X) with boundary values ub = Tr(u) be given. Fix δ > 0 and
φ ∈ C1(�) non-negative with φ = 0 on ∂�. Set

ũδ(x) := Sδ+φ(x)u(x), and Ẽδ(x) := E(ũδ(x)).

Then Ẽδ ∈ W 1,1(�) with boundary trace

(Ẽδ)b(x) = E(Sδub(x)), x ∈ ∂�.

Proof Our claim that Ẽδ ∈ L1(�) is a direct consequence of Lemma 4.1. We turn next to
to the control of the derivative. As u ∈ H1(�,X), by (3.13) there exists gu ∈ L2(�) and a
negligible set N ⊂ � such that d(u(x), u(y)) ≤ (gu(x) + gu(y))|x − y| for all x, y /∈ N .
On the other hand, fix an arbitrary w ∈ X. For any x, y ∈ �, due to (3.7) with v = Sδ+φ(y)w

there holds

|∂E|2(Sδ+φ(y)u(x)) ≤ |∂E|2(Sδ+φ(y)w) + 1

(δ + φ(y))2
d2(Sδ+φ(y)u(x), Sδ+φ(y)w)

≤ |∂E|2(Sδw) + 1

δ2
d2(u(x), w), (4.3)

where we used both the contractivity (3.3) of S and the monotonicity of the slope (3.5). The
right-hand side does not depend on y, as we only used φ(y) ≥ 0. We thus define

g2
E(x) := |∂E|2(Sδw) + δ−2d2(u(x), w), (4.4)

and remark that gE ∈ L2(�).We now control the variations of Ẽδ: starting from (3.2) together
with (4.3) and then employing the triangle inequality, we have

|Ẽδ(x) − Ẽδ(y)| ≤ (gE(x) + gE(y))d(Sδ+φ(x)u(x), Sδ+φ(y)u(y))

≤ (gE(x) + gE(y))
(
d(Sδ+φ(x)u(x), Sδ+φ(x)u(y))

+d(Sδ+φ(x)u(y), Sδ+φ(y)u(y))
)
.

We then use (3.3) followed by (3.13) to handle the first term, and (3.8) again with (4.3) to
handle the second one. We thus get the existence of a negligible set N ⊂ � such that for
x, y ∈ � \ N ,
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|Ẽδ(x) − Ẽδ(y)| ≤ (gE(x) + gE(y))
(
d(u(x), u(y)) + 2|φ(x) − φ(y)|gE(y)

)

≤ |x − y|(gE(x) + gE(y))
(

gu(x) + gu(y) + 2‖∇φ‖∞gE(y)
)

Note that the right-hand side is not symmetric in x, y because we used the triangle inequality
with Sδ+φ(x)u(y) as intermediate point. However, the left-hand side is symmetric in x, y, so
by permuting the roles of x and y and taking the mean of the two inequalities we obtain

|Ẽδ(x) − Ẽδ(y)| ≤ |x − y|(gE(x) + gE(y))
(

gu(x) + gu(y) + ‖∇φ‖∞(gE(x) + gE(y))
)

≤ |x − y|(g(x) + g(y)).

The second inequality here follows by a repeated use of the elementary inequality ab ≤
1
2a2 + 1

2b2, provided we have defined

g(x) := (1 + 2‖∇φ‖∞)gE(x)2 + gu(x)2.

By the considerations above, the function g belongs to L1(�) and [4, Lemma 5.1.7] enables
us to conclude that ∇ Ẽδ ∈ L1(�) (with actually |∇ Ẽδ(x)| ≤ 2g(x)).

Lastly, we need to justify the boundary conditions. Let us take Z a smooth vector field
transverse to ∂�. As in Section 2 we denote by xt the solution to ẋt = Z(xt ) starting from
x0 ∈ ∂�. Fixing x0 ∈ ∂� such that (u(xt ))t≥0 is continuous and converges to ub(x0) as
t → 0, it suffices to show that Ẽδ(xt ) converges to E(Sδub(x0)) as t → 0. As (u(xt ))t≥0

is continuous, it is bounded at least for t ≤ 1 thus (4.4) yields that gE is bounded on the
image of (u(xt ))t∈[0,1]. Let us denote by C the upper bound. We simply use (3.2) and then
the triangle inequality, and finally the contraction property (3.3) to estimate

|Ẽδ(xt ) − E(Sδub(x0))| ≤ 2Cd(Sδ+φ(xt )u(xt ), Sδub(x0))

≤ 2C
(
d(Sδ+φ(xt )u(xt ), Sδ+φ(xt )u

b(x0)) + d(Sδ+φ(xt )u
b(x0), Sδub(x0))

)

≤ 2C
(
d(u(xt ), u(x0)) + d(Sδ+φ(xt )u

b(x0), Sδub(x0))
)
.

As t → 0, the first distance goes to 0 by assumption, and the second one does too owing to
δ + φ(xt ) → δ + φ(x0) = δ together with the continuity of s 
→ Ssub(x0). ��
Proposition 4.3 Let φ ∈ C2(�) be non-negative with φ = 0 on ∂�, and take any u ∈
H1(�,X) with boundary values ub = Tr(u) such that E(ub) ∈ L1(∂�). For fixed δ > 0, set

ũδ(x) := Sδ+φ(x)u(x).

Then ũδ ∈ H1(�,X) and

Dir(ũδ) +
∫

�

(−�φ)(x)E(ũδ(x)) dx ≤ Dir(u) +
∫

∂�

(

−∂φ

∂n

)

E(Sδub) dσ, (4.5)

where σ = Hd−1 ¬
∂�.

Proof Note that Ẽδ = E ◦ ũδ ∈ L1(�) by Lemma 4.1, so the integral in the left-hand side
is well defined. Also, as ub belongs to L2(∂�,X) as the trace of an H1(�,X) function, see
(2.3). ThusLemma4.1 (withφ ≡ 0,� = ∂� andμ = Hd−1 ¬

∂�) yields E(Sδub) ∈ L1(∂�)

at least for δ > 0.
As a consequence, if (4.5) holds true, then in particular ũδ ∈ H1(�,X) by the finiteness

of the right-hand side. We are thus left to prove the validity of the estimate (4.5).

123



   54 Page 12 of 20 H. Lavenant et al.

By Lemma 3.1 we have

1

2
d2(ũδ(x), ũδ(y)) + (φ(x) − φ(y))

(
E(ũδ(x)) − E(ũδ(y))

) ≤ 1

2
d2(u(x), u(y))

for all x, y ∈ �, paying attention to the fact that both E(ũδ(x)) and E(ũδ(y)) are finite
because here φ + δ ≥ δ > 0. Dividing by Cdεd+2, being Cd the constant defined in (2.1),
and integrating in x, y, we get exactly

Dirε(ũ
δ) + 1

Cdεd

∫∫

�×�

φ(y) − φ(x)

ε

Ẽδ(y) − Ẽδ(x)

ε
1|x−y|≤ε dxdy ≤ Dirε(u).

For fixed δ we can now pass to the limit ε → 0. By (2.2) the two ε-approximate Dirichlet
energies converge to the respective Dirichlet energies.

On the other hand, the limit of the second term of the left-hand side can be guessed quite
easily from a Taylor expansion. The rigorous justification is a matter of real analysis that
we postpone to Lemma A.1 in the appendix: We are here in position to apply this Lemma,
because for fixed δ > 0 the function Ẽδ = E ◦ ũδ belongs to W 1,1(�) by Lemma 4.2. By
definition the constant Cd in (2.1) is the same as in Lemma A.1, hence we conclude that

Dir(ũδ) +
∫

�

∇φ · ∇ Ẽδ dx ≤ Dir(u).

Finally, since φ ∈ C2(�) and Ẽδ ∈ W 1,1(�) ⊂ BV (�) we can integrate by parts in the BV
sense [12, Theorem 5.6]

∫

�

∇φ · ∇ Ẽδ dx = −
∫

�

�φ Ẽδ dx +
∫

∂�

∂φ

∂n

(
Ẽδ

)b
dσ.

Lemma 4.2 guarantees that the boundary trace is exactly (Ẽδ)b = E(Sδub), hence (4.5)
follows and the proof is complete. ��

The next step is to remove the regularization parameter δ > 0.At this stage this temporarily
imposes either an additional super-harmonicity condition on the test function φ (allowing to
apply a monotone convergence, see below), or an extra L1-regularity assumption on E ◦ ũ.
We will actually establish this regularity in full generality later on, so one can essentially
think of this statement as holding for any φ ≥ 0 smooth enough.

Proposition 4.4 Let u ∈ H1(�,X) with boundary values ub = Tr(u) be such that E(ub) ∈
L1(∂�). Fix φ ∈ C2(�) a non-negative super-harmonic function (−�φ ≥ 0) vanishing on
the boundary, and set

ũ(x) := Sφ(x)u(x).

Then ũ ∈ H1(�,X) with trace (ũ)b = ub, and satisfies

Dir(ũ) +
∫

�

(−�φ)(x)E(ũ(x)) dx ≤ Dir(u) +
∫

∂�

(

−∂φ

∂n

)

E(ub) dσ. (4.6)

If one assumes in addition that E(ũ) ∈ L1(�), then the hypothesis −�φ ≥ 0 is no longer
needed.

Note that the right-hand side is finite, since by assumption E(ub) ∈ L1(∂�). On the other
hand, the negative part of the integrand

[
(−�φ)E(ũ)

]− in the left-hand side is in L1(�) if

either −�φ ≥ 0 (since then by Lemma 4.1
[
(−�φ)E(ũ)

]− = −�φ
[
E(ũ)

]− ∈ L2(�))
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or E(ũ) ∈ L1(�). Thus, it is actually part of the statement that both the integral and the
Dirichlet energy in the left-hand side of (4.6) are finite real numbers (in particular, the left-
hand side cannot be −∞). On the other hand, as tempting as it might be, we do not claim
any W 1,1-regularity of Ẽ := E ◦ ũ or that its trace is E(ub).

Proof Take 0 < δ ≤ 1 and let as before

ũδ(x) := Sδ+φ(x)u(x) = Sδ ũ(x).

The strategy is to pass to the liminf as δ ↓ 0 in (4.5). To this end, note first that ũδ → ũ
at least pointwise a.e. and that by (3.4) and lower semicontinuity of E we have monotone
convergence E(ũδ) ↗ E(ũ) at least pointwise a.e. as δ ↘ 0.

By (4.2), which holds true also for δ = 0, we see that for any arbitrary w ∈ X

d(ũδ(x), ũ(x)) ≤ d(ũδ(x), w) + d(ũ(x), w) ≤ 2d(u(x), w) + Cφ,w

for all δ < 1. This uniform bound, the fact that ũδ → ũ a.e., and Lebesgue’s dominated
convergence theorem as well as the very definition (3.12) of dL2 then yield that, in fact,
ũδ → ũ in L2(�,X). Whence by lower semicontinuity of the Dirichlet energy (3.11) we see
that

Dir(ũ) ≤ lim inf
δ↓0 Dir(ũδ).

Since E(ũδ) ↗ E(ũ), (−�φ) ≥ 0, and E(ũδ) belongs to L1(�) for any δ > 0, Beppo
Levi’s monotone convergence theorem guarantees that the integral in the left-hand side of
(4.5) passes to the limit. If we no longer assume (−�φ) ≥ 0 and require instead that
E(ũ) ∈ L1(�), then we can rely solely on the pointwise convergence of E(ũδ) to E(ũ) as well
as the monotonicity E(ũ) ≤ E(ũδ) ≤ E(ũ1) for 0 < δ ≤ 1 and thus

∣
∣(−�φ)E(ũδ)

∣
∣ ≤ ‖�φ‖∞ max

{|E(ũ)|, |E(ũ1)|}.
As the function E(ũ) is assumed to be in L1(�) while E(ũ1) ∈ L1(�) by Lemma 4.1,
Lebesgue’s dominated convergence theorem allows passing to the limit as δ ↓ 0 in this case
too.

In the right-hand side, observe that φ ≥ 0 in � implies − ∂φ
∂n ≥ 0 on the boundary. The

monotonicity E(Sδub) ↗ E(ub) then allows to take the limit similarly. Here we use that
E(Sδub) ∈ L1(∂�) for any δ > 0, which is a consequence of Lemma 4.1. Thus taking
the lim inf as δ → 0 in (4.5) results exactly in (4.6), which as already discussed grants in
particular that ũ ∈ H1(�,X).

Finally, let us check that ũ has trace ub. To this aim, fix any transversal vector field Z
pointing inward on ∂�, and denote again xt the integral curve starting from x0 ∈ ∂�. Since
u ∈ H1(�,X) by assumption and ũ ∈ H1(�,X) by the previous argument, recalling the
construction of the trace operator (2.3) discussed in Sect. 2 we know that, for a.e. x0 ∈ ∂�,
the curve u(xt ) is Hölder continuous and converges to ub(x0) as t → 0. Hence, to prove that
ũ has trace ub, it is enough to check that ũ(xt ) also converges to ub(x0) as t → 0. By the
contractivity property (3.3) and continuity of EVI0-gradient flows we can write

d(ũ(xt ), ub(x0)) = d(Sφ(xt )u(xt ), ub(x0))

≤ d(Sφ(xt )u(xt ), Sφ(xt )u
b(x0)) + d(Sφ(xt )u

b(x0), ub(x0))

≤ d(u(xt ), ub(x0)) + d(Sφ(xt )u
b(x0), ub(x0)) → 0,

because φ(xt ) → φ(x0) = 0 on the boundary. This completes the proof of our claim, hence
of the proposition. ��

123



   54 Page 14 of 20 H. Lavenant et al.

Corollary 4.5 Let u ∈ H1(�,X) be harmonic with boundary values ub = Tr(u), and E(ub) ∈
L1(∂�). Then E(u) ∈ L1(�).

Proof Let ψ be the unique C2(�)-solution of
{

−�ψ = 1 in �,

ψ = 0 on ∂�.
(4.7)

Note that by the maximum principle we have ψ ≥ 0 in �, hence in particular − ∂ψ
∂n ≥ 0 on

∂�. For small λ > 0 let φ(x) := λψ(x), write

ũλ(x) := Sλψ(x)u(x),

and observe that

ũλ(x) → u(x) a.e. as λ ↘ 0.

According to Proposition 4.4 we know that, for any fixed λ > 0, ũλ ∈ H1(�,X) has the
same boundary trace ub as u, and is thus an admissible competitor for the Dirichlet problem.
Hence Dir(u) ≤ Dir(ũλ) in (4.6) and thus

∫

�

(−λ�ψ)(x)E(ũλ(x)) dx ≤
∫

∂�

(

−λ
∂ψ

∂n

)

E(ub) dσ

for any λ. Dividing by λ > 0 and recalling that −�ψ = 1 we get
∫

�

E(ũλ(x)) dx ≤
∫

∂�

(

−∂ψ

∂n

)

E(ub) dσ ≤ C�

∫
E(ub)+ dσ < +∞,

where C� > 0 is a uniform upper bound for − ∂ψ
∂n (x) > 0 that only depends on the domain

�. Finally, note that λψ(x) > 0 is monotone increasing in λ. By the monotonicity property
(3.4) we have that, at least for λ ≤ 1, E(ũ1(x)) ≤ E(ũλ(x)) ↗ E(u(x)) as λ ↘ 0 and the
claim finally follows byBeppo Levi’s monotone convergence combinedwith the integrability
of E(ũ1)−, see Lemma 4.1. ��
Remark 4.6 We have used theC2,α-regularity of ∂� in the proof of Corollary 4.5 by claiming
thatψ , defined as a solution of (4.7), isC2 up to the boundary, see [17, Theorem 6.14]. This is
known to fail if, for instance, the domain has only a Lipschitz boundary: see [21, TheoremA].
As shown in [9, Theorem 1.2 andRemark 1.3],C1-regularity of the boundary is not sufficient,
either. However, as the reader can check, if for some reason one could justify the existence
of a smooth non-negative function ψ that vanishes on ∂� and such that −�ψ ≥ c > 0
uniformly on �, then Corollary 4.5 would hold, as well as Theorem 2.4. For instance, our
approach covers the hypercube in R

d .

As a consequence of this newly established L1-regularity for E(u) we will be able to use
Proposition 4.4without the superharmonicity assumption onφ. This will allow us to conclude
and prove our main result, Theorem 2.4.

Proof of Theorem 2.4 The L1-regularity has already been proved in Corollary 4.5. In order
to establish (2.4), fix any ϕ ≥ 0 as in our statement. We take φ = λϕ and write
ũλ(x) := Sλϕ(x)u(x). We note that E(ũλ) ≤ E(u) by monotonicity so that E(ũλ)+ ∈ L1(�),
while Lemma 4.1 yields E(ũλ)− ∈ L1(�). We can then apply Proposition 4.4 without the

123



Convex functions defined on metric spaces are pulled back… Page 15 of 20    54 

assumption −�φ ≥ 0, as E(ũλ) ∈ L1(�), and observe that ũλ is an admissible competitor
in the Dirichlet problem (with data ub), so that plugging this information into (4.6) gives

∫

�

(−�ϕ)(x)E(ũλ(x)) dx ≤
∫

∂�

(

−∂ϕ

∂n

)

E(ub) dσ.

Exploiting as before themonotone convergence E(ũ1(x)) ≤ E(ũλ(x)) ↗ E(u(x))with E(u) ∈
L1(�) as well as E(ũ1(x))− ∈ L1(�), ensured by Lemma 4.1, we see that E(ũλ) → E(u) in
L1(�) as λ → 0 and (2.4) follows. ��
Remark 4.7 In the proofs of Corollary 4.5 and Theorem 2.4, we only used that u is harmonic
to write Dir(ũλ) ≤ Dir(u) for λ small enough, and, as hinted in the proof of Proposition 4.4,
it is easy to see that ũλ converges strongly to u in L2(�,X) in both cases. Thus we could
relax the assumption “u harmonic” into “u is a local minimizer of Dir in H1

u (�,X) for the
strong L2(�,X) topology” and the results would remain valid.

Proof of Theorems 2.5 and 2.6 We argue by duality: let g ∈ C∞(�) be non-negative and let
ϕ = ϕg be the unique C2(�)-solution of

{
−�ϕg = g in �,

ϕg = 0 on ∂�.

Observe that ϕg ≥ 0 on � by the classical maximum principle. Since ϕg meets the require-
ments of Theorem 2.4, we get from (2.4) and for any pair (q, q ′) of conjugate exponents

∫

�

g E(u) dx =
∫

�

(−�ϕg)E(u) dx ≤
∫

∂�

(
− ∂ϕg

∂n

)
E(ub) dσ

≤
∫

∂�

(
− ∂ϕg

∂n

)
E(ub)+ dσ ≤

∥
∥
∥
∥
∂ϕg

∂n

∥
∥
∥
∥

Lq′
(∂�)

‖E(ub)+‖Lq (∂�).

Now assume that we can find another pair (p, p′) of conjugate exponents and a constant

CL p′→Lq′ such that
∥
∥
∥

∂ϕg
∂n

∥
∥
∥

Lq′
(∂�)

≤ CL p′→Lq′ ‖g‖L p′
(�)

for all g ∈ C∞(�): the constant

CL p′→Lq′ can be interpreted as the operator norm of the “Data to Neumann” map in suit-
able functional spaces. Given the L2(�)-integrability of E(u)− coming from Lemma 4.1,
taking the supremum with respect to all non-negative g ∈ C(�) with ‖g‖L p′

(�)
≤ 1 yields

‖E(u)+‖L p(�) in the left-hand side, see Lemma A.2 (postponed to the appendix to avoid
overburdening real analysis). Thus we conclude:

‖E(u)+‖L p(�) ≤ CL p′→Lq′ ‖E(ub)+‖Lq (∂�).

To prove Theorem 2.5 in the case ess sup
x∈∂�

E(ub(x)) = ‖E(ub)+‖L∞(∂�), i.e. p = q = ∞,

we need only to justify CL1→L1 ≤ 1. To this end, observe first that − ∂ϕg
∂n ≥ 0 everywhere

on the boundary due to ϕg ≥ 0, and integrating the equation defining g thus yields
∥
∥
∥
∥
∂ϕg

∂n

∥
∥
∥
∥

L1(∂�)

=
∫

∂�

−∂ϕg

∂n
dσ =

∫

�

−�ϕg dx =
∫

�

g dx = ‖g‖L1(�).

In the case ess sup
x∈∂�

E(ub(x)) < 0, it is enough to shift E by a constant large enough to make

it non-negative.
Then to prove Theorem 2.6 we need to justify CL p′→Lq′ < +∞ for the same exponents as

in the statement of the Theorem. For q > 1 this follows from standard elliptic regularity and
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the fact that the boundary trace operator acts from W 1,p′
(�) into Lq ′

(∂�), cf. [27, Section
15.3]. More precisely, the continuous image of the trace operator is actually the Besov space

B
1− 1

p′ ,p′
(∂�), see, e.g., [27, Section 15.3]. Since the dimension of ∂� is d − 1, this Besov

space is continuously embedded into L
p′(d−1)

d−p′ (∂�), cf. [27, Theorem 14.29], and an explicit
computation shows that p′(d−1)

d−p′ = q ′. Finally, let q = 1 and fix any p < d ′. Then p′ > d ,

so W 1,p′
(�) is continuously embedded into C(�). Thus the trace operator acts continuously

from W 1,p′
(�) into C(∂�). We infer that the map g 
→ ∂ϕg

∂n acts continuously from L p′
(�)

into C(∂�) ⊂ L∞(∂�). ��

Remark 4.8 As emphasized in Remark 2.7, in Theorem 2.6 we exclude the borderline expo-
nent p = d ′ when q = 1. Let us shed more light on this exclusion. A look at the previous
paragraph shows that for p′ = d the image of the corresponding boundary trace operator is

the Besov space B1− 1
d ,d(∂�). The dimension of ∂� is d − 1, hence the latter space fails to

embed into L∞(∂�), and our duality argument breaks down.
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Appendix A: Two technical lemmas

In the proof of Proposition 4.3 we used the following real-analysis Lemma. It would be very
easy to prove in the case of f , g smooth functions, here the technical part is to handle the
case where f has minimal regularity.

Lemma A.1 Let � ⊂ R
d be a bounded Lipschitz domain. For any fixed f ∈ W 1,1(�) and

g ∈ C1(�) there holds

lim
ε→0

1

εd

∫∫

�×�

f (y) − f (x)

ε

g(y) − g(x)

ε
1|x−y|≤ε dxdy = Cd

∫

�

∇ f (x) · ∇g(x)dx

(A.1)

with dimensional constant Cd = 1
d

∫
B1

|z|2 dz.
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Proof We write first

1

εd

∫∫

�×�

f (y) − f (x)

ε

g(y) − g(x)

ε
1|x−y|≤ε dxdy

=
∫

�

1

εd

∫

�∩Bε(x)

f (y) − f (x)

ε

g(y) − g(x)

ε
dydx .

By assumption � is an extension domain [2, Def. 3.20 and Prop. 3.21], hence we can extend
f ∈ W 1,1(�) to f̄ ∈ W 1,1(Rd) and in particular

1

εd

∫

�∩Bε(x)

| f (y) − f (x) − ∇ f (x) · (y − x)|
ε

dy

= 1

εd

∫

�∩Bε(x)

| f̄ (y) − f̄ (x) − ∇ f̄ (x) · (y − x)|
ε

dy

≤ 1

εd

∫

Bε(x)

| f̄ (y) − f̄ (x) − ∇ f̄ (x) · (y − x)|
ε

dy.

By [33, Theorem 1.3] the right-hand side converges to zero in L1(Rd) as ε → 0, hence also
in L1(�), and we conclude that

1

εd

∫

�∩Bε(x)

| f (y) − f (x) − ∇ f (x) · (y − x)|
ε

dy → 0 in L1(�) as ε → 0.

(A.2)

By the mean-value theorem, for any y ∈ Bε(x) there exists a point zx,y lying on the segment
[x, y] such that g(y) − g(x) = ∇g(zxy) · (y − x), hence

|g(y) − g(x) − ∇g(x) · (y − x)|
ε

= |∇g(zxy) · (y − x) − ∇g(x) · (y − x)|
ε

≤ |∇g(zxy) − ∇g(x)|
∣
∣
∣
∣

y − x

ε

∣
∣
∣
∣

≤ sup
z∈Bε(x)

|∇g(z) − ∇g(x)| ≤ Cdω(ε),

where ω is any uniform modulus of continuity of ∇g ∈ C(�). By definition ω(ε) → 0 as
ε → 0, hence

sup
x∈�

sup
y∈Bε(x)∩�

|g(y) − g(x) − ∇g(x) · (y − x)|
ε

→ 0 as ε → 0. (A.3)

The estimates (A.2) and (A.3) allow now to replace rigorously both difference quotients in
(A.1) by their first-order Taylor expansions, whence

1

εd

∫∫

�×�

f (y) − f (x)

ε

g(y) − g(x)

ε
1|x−y|≤ε dxdy

∼
ε→0

∫

�

1

εd

∫

Bε(x)∩�

(
∇ f (x) · y − x

ε

) (
∇g(x) · y − x

ε

)
dydx

=
∫

�

∇ f (x)t
(

1

εd

∫

Bε(x)∩�

(
y − x

ε

)t (
y − x

ε

)

dy

)

∇g(x) dx . (A.4)
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Since Bε(x) ∩ � = Bε(x) for any x ∈ � and ε ≤ dist(x, ∂�), we have for any fixed x and
ε small enough (depending on x)

hε(x) := 1

εd

∫

Bε(x)∩�

(
y − x

ε

)t (
y − x

ε

)

dy = 1

εd

∫

Bε(x)

(
y − x

ε

)t (
y − x

ε

)

dy

=
∫

B1

zzt dz.

In particular this gives the trivial pointwise convergence hε(x) → ∫
B1

zzt dz as ε → 0. It is
moreover immediate to check that hε is uniformly bounded, hence by Lebesgue’s dominated
convergence in (A.4) with ∇ f ∈ L1,∇g ∈ L∞ we conclude that

1

εd

∫∫

�×�

f (y) − f (x)

ε

g(y) − g(x)

ε
1|x−y|≤ε dxdy →

∫

�

∇ f (x)t
(∫

B1

zzt dz

)

∇g(x) dx

as ε → 0. A straightforward symmetry argument finally gives that the matrix
∫

B1

zzt dz =
(∫

B1

z2i dz

)

Id =
(
1

d

∫

B1

|z|2 dz

)

Id,

hence the limiting integral evaluates to Cd
∫
�

∇ f (x) · ∇g(x) dx with Cd as in the statement
and the proof is complete. ��

Then, in the proof of Theorem 2.5 and Theorem 2.6, we use the following Lemma, which
is an easy extension of the classical expression of L p-norm by duality.

Lemma A.2 Let f : � → (−∞,+∞] be measurable and assume that f − ∈ L2(�). Then,
for any p ∈ [1,+∞] and p′ its conjugate exponent there holds

sup
g

{∫

�

f (x)g(x) dx : g ∈ C∞(�), g ≥ 0 and ‖g‖L p′
(�)

≤ 1

}

= ‖ f +‖L p(�),

where both sides of the equality could be +∞.

Proof First, note that
∫
�

f (x)g(x) dx is always well defined in (−∞,+∞] as the negative
part of f is in L2(�) ⊂ L1(�). Second, note that by standard duality the result would directly
hold if the condition g ∈ C∞(�) were replaced by g ∈ L∞(�). Indeed, in this case it is
always better to take g supported on { f ≥ 0}.

Thus we only need to prove that

sup
g

{∫

�

f (x)g(x) dx : g ∈ C∞(�), g ≥ 0 and ‖g‖L p′
(�)

≤ 1

}

= sup
g

{∫

�

f (x)g(x) dx : g ∈ L∞(�), g ≥ 0 and ‖g‖L p′
(�)

≤ 1

}

, (A.5)

and even that the left-hand side is larger than the right-hand one, as the other inequality
obviously holds. Thus, let us take g ∈ L∞(�) non-negative such that ‖g‖L p′

(�)
≤ 1. By a

standard convolution, we can find a sequence (gn)n∈N of smooth non-negative functions such
that ‖gn‖L p′

(�)
≤ 1 and such that (gn)n∈N converges to g in Lq(�) for any q ∈ [1,∞). In

particular, and up to a subsequence if needed, we have convergence in L2(�) and pointwise
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almost everywhere. Thus

lim
n→∞

∫

�

f −(x)gn(x) dx =
∫

�

f −(x)g(x) dx,

lim inf
n→∞

∫

�

f +(x)gn(x) dx ≥
∫

�

f +(x)g(x) dx,

where we used the L2(�) convergence on one hand, and Fatou’s lemma on the other. We
conclude that lim inf

∫
�

f (x)gn(x)dx ≥ ∫
�

f (x)g(x)dx , and this enough to get (A.5). ��

As the reader can see, the assumption f − ∈ L2(�) can in fact be relaxed to f − ∈ Lq(�)

for some q > 1.
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