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Abstract

The main purpose of this thesis is to develop and test autonomous robot systems to real-

ize the perceptual identification and inference of grapevines and then perform the pruning

manipulation with the aim to automate grapevine winter pruning.

Grapevine winter pruning is an important practice in viticulture aimed at improving plant

growth, productivity, and fruit quality in the next harvest season. Winter pruning requires

skilled seasonal workers which are becoming less available in several wine districts, how-

ever, the low efficiency of the manual pruning method is no longer suitable for the devel-

opment of the wine industry. Robotic pruning is a potential solution to deal with the issue

of labor shortage and high vineyard management costs. However, numerous challenges are

involved in the successful adoption of robotic pruning technologies. As a result, the purpose

of this thesis is to perform research on autonomous selective winter spur pruning by using

viticulture, pattern recognition, and robotics technologies.

Such a process of automation mainly includes spur detection and recognition, determina-

tion and location of pruning points, robotics pruning manipulation, and the development of

robotic pruning systems according to the technical analysis of the grapevine pruning robot.

Among all the processes, the related research of spur detection and recognition and robotics

pruning manipulation is far from the mature stages. Therefore, this thesis mainly carries out

in-depth research on these aspects, and the specific contents for research are reported below:

The first topic is to provide hierarchical guidelines for a translation of the human cog-

nition process into algorithms for automated grapevine recognition and robotized pruning.
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Multiple combinations of integrated general rules driving the winter pruning process with

specifically conceived case studies composed a dedicated database for developing a percep-

tion system for the recognition of grapevine architecture and identification of target regions

and pruning points.

The second topic is to integrate electric shears into a robot manipulator to autonomously

perform the pruning points approach from the output of the first action. We proposed a novel

planning framework ”Three-phase Approach Planning” (TAP) to guide shears to approach

pruning points. The designed motion planner is highly manipulative to approach the target

pruning points precisely while avoiding collisions with the grapevine cordon and canes, so

that robot doesn’t disrupt the condition of the grapevine. Otherwise, the robot can hurt the

dormant buds, hence impacting vine growth and productivity.

The third topic is to study the pruning cut control technology of the grapevine pruning

robot for reducing mechanical damage to the grapevine and improving the success rate of

pruning. To achieve a human-like interactive pruning cut, we designed a learning-based

compliant controller to learn impedance profiles from human demonstration, which reduces

the possibility of the blade of shears getting stuck in canes.

The main contributions of this thesis are a comprehensive methodology to analyze the

grapevine winter pruning operation including perception and manipulation paradigm and

hereby design an overall scheme of the grapevine pruning robot system with the combination

of a mobile platform and robot manipulator. In addition, it verifies the feasibility and the

value in engineering application of the entire scheme of the grapevine pruning robot by

means of simulation and experiments, confirming the practical value of related technology

in engineering.
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1 Introduction

1.1 Background

1.1.1 Motivation

Grapevine is a distinctive crop of the Mediterranean Basin, which is considered to be one of

the major fruit crops based on hectares cultivated and economic value [1]. Viticulture has a

relevant economic impact in all regions and grape is one of the most valuable products in the

Italian tree fruit industry, and the wine industry ranks first in the agro-food chain [2]. Grapes

are climbing vines, so they need support to grow over, such as a trellis or pergola. Vineyards

in modern wine districts are most frequently based on Vertically Shoot Positioned (VSP,

Figure 1.1) canopies: a common and widely used trellis system often requiring high man-

agement costs. Winter pruning (WP) is the most fundamental of all vineyard management

tasks. Pruning is a primary tool used by grape growers to manipulate vine size and shape

which helps to regulate crop load and maintain vine balance [3, 4, 5]. Pruning commences

after the harvest, as soon as the leaves begin to fall, and may continue until late March dur-

ing a relatively long period known as “dormancy” [6, 7]. In a hand-run vineyard, grapevine

winter pruning is the second largest labor expense for tree fruit field production after har-

vesting, accounting for 20% or more of total annual costs (the fixed investment breakdown
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for each year, such as land, trellis, irrigation setup, and others, is excluded) [8]. Any grower

looking to the future needs to take a close look at labor inputs. Going forward, it is critical to

minimize dependence on labor for the long-term sustainability of this industry. Meanwhile,

worker safety is another issue in manual vineyard management. Mechanization can limit

costs, ameliorate growers’ living conditions and improve wine industry sustainability [4].

Figure 1.1: Vertical shoot position (VSP) trellis system.

Grapevine winter pruning is applied when vines are still dormant by removing more than

90% of canes and retaining an appropriate bud-load along the cordon [4]. The primary goal

of grapevine winter pruning is to figure out the number and location of the nodes remaining

over the winter and involves the removal of plant organs such as spurs and excess one-

year-old canes from the previous year’s growth. These remaining nodes will grow into new

shoots in the next season, and grapes will grow on these new shoots. The structure of a

dormant grapevine is illustrated in Figure 1.2. Adopting an appropriate pruning intensity

can also improve yield and fruit quality in terms of size, sugar, color, and flavor [6]. It is a
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Figure 1.2: General view of the aerial organs of a dormant grapevine.

highly labor-intensive task that requires skilled workers during the winter season, which are

becoming less available.

Different pruning strategies have been extensively studied in various grape growing re-

gions and grape varieties to achieve sustainable vine vegetative and reproductive growth,

often referred to as vine or vineyard balance [9]. From a physiological perspective, winter

pruning affects shoot growth, canopy function, and productivity; bud-load influences leaf-

to-fruit ratio at harvest, a reliable indicator of vine balance [10]. There are two basic systems

of pruning. How to prune a grapevine will depend on varietal issues especially concerning

which part of its canes can be expected to bear fruitful buds. Based on pruning length, the

operation is termed cane–pruning (CWP, more than 5 nodes/bearing unit) or spur-pruning

(SWP, less than 3 nodes/bearing unit). Technically, cane pruning implies the removal of all

previous-year canes except one or two long canes for next season’s cropping:

• Select the best-placed canes for renewal and cut them back to 2 nodes each.

• Select the best-quality canes for fruiting.

• Decide how many buds the whole vine should bear.
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• Cut back the fruiting canes according to their vigor and size, and that of the vine.

• Remove the rest of the wood.

• Tie the fruiting cane to the setting wire.

Spur pruning shortens several previous-year canes to 2-3 nodes; therefore, depending on

several factors, 6 to 14 cuts per meter of the row are required.

• Select the best-placed, most fruitful canes.

• Decide how many buds the whole vine should bear.

• Cut enough canes back to 2-bud spurs.

• Remove the rest of the wood.

However, pruning operations are still primarily dependent on human labor. For each

spur, the grower has to decide which cane will keep and then prune down to one, two, or

even three buds. For weak spur positions, only one bud will be retained for that season. A

healthy cane, usually about 1 cm in diameter, can support two buds. If done properly, the

following season the new canes will be pruned to two buds. The operation is labor-intensive

and costly, and the pruning decisions may vary from person to person based on the skills and

experience of the individual. The availability of farm labor is becoming an issue for growers,

especially for time-sensitive and labor-intensive operations [11].

With the adoption of mechanization and automation, the agricultural sector has witnessed

a significant increase in production efficiency. To reduce labor costs, mechanical pruning

is an effective method that has played an important role in the grape processing industry.

Mechanical systems supporting pruning operations in vineyards during the dormant season

include (in sequence) mechanical pre-pruning and manual pruning follow-up [12], as shown

in Figure 1.3. Mechanical pruning currently consists of a machine-executed non-selective
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shortening of all canes followed by a selective manual follow-up allowing a 50-70% reduc-

tion of the total work-load associated with spur pruning [4].

(a) (b)

Figure 1.3: Pruning sequence in a mechanized VSP-trained vineyard: (a) mechanical pre-

pruning; (b) manual pruning follow-up.

Research and development of mechanical pruning have been ongoing since the mid-

1970s [13] and it alone has further reduced labor costs. However, the lack of specificity in

retained nodes may cause the vines to be overcropped (unbalanced) with poor fruit quality

[14, 15]. While non-selective vineyard operations can be automated to increase productivity

and reduce costs, there are numerous selective operations that are challenging to automate.

This limitation of selective pruning capability only provides a partial solution as additional

follow operations are often required to complete the task which further increases production

cost. Grapevines are perennial plants with indeterminate growth habits leading to canopies

that are too complex to analyze even for skilled human eyes, let alone by computer vision al-

gorithms. Therefore, a robotic pruner as a follow-up operation after mechanical pre-pruning

could be a practical solution. The development of automated robotic pruning as the mechan-

ical pruning follow-up operation would further lower labor costs and increase specificity in

retained node quantity and quality. Robots have the potential to represent a revolution up-
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scaling in forthcoming innovative farming systems providing automated solutions combining

intelligent robot perception and manipulation.

1.1.2 Challenges

Modern agriculture is confronting a series of challenges related to the adoption of new tech-

nologies to further improve the sustainability, profitability, and resilience of the industry.

Many of these challenges are related to the labor-intensive nature of particular processes

(e.g., harvesting, pruning, and planting) in the production of high-value specialty crops since

they rely on a skilled seasonal workforce which sometimes is in limited availability[16, 17].

A large amount of research work has been done to develop automated or semi-automated

robotic solutions to systematically analyze the vegetation, thus improving the efficiency and

productivity of some of those processes [18]. Enabling robots in viticulture is challeng-

ing due to the nature of the environment which is usually more distant and unstructured as

compared to a strictly structured factory operating environment [19, 20].

Unlike traditional mechanization, robotic solutions supplement human labor by perform-

ing autonomous, highly selective operations such as autonomous precision seeding [21],

robotics harvesting [22], pesticide spraying [23]. Nevertheless, due to the particular knowl-

edge required and the unstructured nature of the work environment, there are few robots

capable of doing grapevine winter pruning [24]. For a robotic pruning system to work suc-

cessfully, a number of elements including sensing or perception, planning, and control must

be incorporated. These challenges have prevented pruning robots from achieving widespread

deployment, there are no commercially available robotic pruning systems for vineyard ap-

plications.

Numerous variables, including sensing precision, processing speed, obstacle avoidance,

path planning, and pruning sequencing, might influence how effective robotic pruning is

[20, 25, 26, 27]. Fast and efficient perception systems need to be developed to increase the
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precision of detection and recognition. Normally, the first step of automated pruning is to

find the target organ and identify the pruning point location. A proper perception technique

is essential to detect the target pruning region in the grapevine, and then select undesirable

canes and pruning points based on the desired pruning rules to conduct selective pruning.

Once the system determines the pruning points, the system must move a pruning tool to the

desired pruning point, an operation that demands high precision, collision avoidance, and

error robustness. For robotic pruning problems, approaching the target pruning point when

eye-in-hand cameras are used is often divided into two steps [28, 29]. The first step involves

moving from the overview waypoint V0 to an approach waypoint V1 where a spur is centered

in the image. This waypoint V1 is identified using the approach direction θ, defined as the

angle the robot should use to approach the target points from, and distance d. The second step

uses an interactive controller [28, 29] to move towards the pruning point until it is reached.

Robot visual perception and object detection in the grapevine winter pruning applications

both refer to detecting borders of objects in an image and recognizing its interesting regions.

Sensor-based organ recognition in grapevines as well as automated pruning activities is the

key element of the automated pruning system [30, 31]. Machine vision is a system combined

with sensors and algorithms to collect data on the target objects. Machine vision sensing has

been employed in numerous agricultural activities for several decades[32, 33, 34]. Many

different sensors have been used in a machine vision system for the detection of agricultural

objects, e.g., cameras and Lidar sensor [35, 36, 37]. In specific applications like pruning,

thinning, or harvesting, however, where the robot must perceive the plant in order to act on

it, there has been only limited success. Focusing on grapevine pruning, it is necessary to

have a deeper semantic comprehension of the scenario in order to accurately identify the

pruning region. For instance, segmenting canes and spurs from the grapevine structures and

accurately measuring important topological metrics like bud distribution and cane lengths.

Pruning and perception-based agricultural robots in general have always been challenging for

obtaining a comprehensive semantic map of plants in the field[38, 39]. Additionally, variable
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illumination conditions and occlusion significantly influence the detection performance [40].

Manipulators currently are widely used in controlled factory environments where the

workspace is structured to automate tasks that were once done manually, such as car assem-

bly factories [41]. However, automation of tasks in the field has so far had limited success.

This means that robots must be able to operate autonomously in non-artificial surroundings

in contrast to robots working in factories where the environment is structured to meet the

demands of robots. Unfortunately, outdoor agricultural environments are among the most

difficult environment for robots to operate in. The vineyard is unstructured and complicated,

with narrow spaces accessible within plant organs for maneuvering, resulting in numerous

engineering challenges in developing a system with less spatial requirements. As the pruning

cut is made close to the cordon, the pruning manipulator is more likely to collide with the

trunk cordon, and cane, which could damage a pruning robot as the cordons are usually stiff

and rigid near the trunk. Due to the unstructured and dynamic nature of the agricultural envi-

ronments, advanced planning algorithms are required to compute a collision-free trajectory

navigating the robot manipulator, which should be highly manipulative, to the target pruning

points, even when pruning points are close to the cordon and the vine head.

From a multidisciplinary perspective, the main challenge of the thesis is developing and

testing innovative robotic technologies for grapevine winter pruning automation. The suc-

cessful operation of the robotic pruning system depends on grapevine detection, motion plan-

ning, approaching sequencing, and pruning manipulation.

1.1.3 State of the Art

In the past decades, research on the development and use of robotic systems for various

agricultural tasks has been extensively researched by the scientific community. Bac et al.

[42] discussed 50 different robotic harvesting systems developed up to 2014. A recent re-

view by Tinoco et al. [26] focused on robotic manipulators for tree pruning and harvesting,
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which mainly highlighted five harvesting and two pruning manipulators that were primarily

featured as case studies.

(a) (b)

Figure 1.4: Prototype of a grapevine pruning platform, (a) from the outside; (b) from the

inside.

However, robotics in viticulture is still at a prototype stage despite the preliminary ex-

perience in plant monitoring and operating solutions for foliar applications, mowing, ta-

ble grape harvest, and grapevine pruning [43]. Despite the obvious advantage of auto-

mated pruning and the underlying commercial benefit, automated pruning has not received

much attention when compared to harvesting. Automation of the harvesting process is

well-documented[44, 45], and only a few attempts of fully automated pruning are known

[19, 26, 27, 31]. Some machines are able to carry out spur pruning partially, but manual

work is still required to accomplish the remaining tasks [46].

Traditionally, robotic pruning is understood in terms of two related subproblems: per-

ception and manipulation. The perceptual component estimates the position and orientation

(pose) of the object to be pruned. The manipulation component reasons where/how to move

the manipulator into a pruning configuration and execute the pruning cut. Robotics pruning

tasks can be seen as a special case of grasping. The difference to a normal grasping model is
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(a) (b)

Figure 1.5: Pruning setup: UR5 Manipulator with (a) router mill-end end-effector and (b)

shears.

that these methods usually work with big objects with a defined body to grasp, for example,

using a cylinder to estimate the geometric shape of the grasped object. Whereas to prune a

grapevine, the robot has to be really precise to fit a thin cane into the cutting tool. A close

approach to grapevine winter pruning is tree pruning [47, 48, 49].

The prior work on robotic pruning remains relatively sparse, though recently there has

been an increase in interest (some prototypes are shown in Figure 1.4 and Figure 1.5 [50,

51]), covering aspects such as tree modeling for pruning point detection [52, 53], pruning

manipulator design [51, 54, 55, 56], path planning [57], and manipulator control [19, 58].

Some examples of research prototype end-to-end systems for fruit-related pruning include

Botterill et al. [50], vision system [46], all of which focus on grapevines. There has also

been work on automated pruning for landscapes/gardens, such as the Trimbot2020 system

[59] that focuses on the development of intelligent outdoor hedge, rose, and bush trimming

capabilities, allowing the robot to navigate over varying garden terrain, approaching hedges

to restore them to their ideal tidy state, and approaching topiary-styled bushes to restore them

to their ideal shape.
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A tractor-mounted robotic grapevine pruning equipment has been developed in New

Zealand [50]. The system can reconstruct the three-dimensional model of the vine using mul-

tiple stereo cameras and identify various plant features to figure out pruning points on canes.

So pruning is made and specific canes are chosen by an operating manipulator mounted on

a platform that moves along the row, by using Bidirectional RRT (BiRRT) [60] for motion

planning with open-loop control and Euclidean distance between pruning points for optimiz-

ing the cut sequence. This process is carried out in a controlled environment inside a box,

which covers completely the whole plant from its surroundings, resulting in constant illu-

mination and background. Moreover, cane detection, scalability, and performance of the 3D

reconstruction of grapevine, vineyard trials, and computational performance were evaluated,

and while it did not work well enough to replace human pruners, it did demonstrate many

technologies that will enable pruning to be fully automated. Corbett-Davies et al. [61] de-

scribe the AI system for deciding where to prune, the system uses stereo cameras for detect-

ing canes, and it can retain spurs with an adequate length. This commercial prototype system

uses stereo cameras to identify canes, which are then cut by shears equipped with robot arms.

Spur pruning requires different canes to be shortened at different heights. A task-based kine-

matic design of a grapevine pruning manipulator was kinematically designed for grapevine

pruning of grape vineyards through a systematic seven-stage design procedure[56]. Finally,

the manipulator’s workspace and kinematic performance were evaluated via simulations.

Although dynamics, vibration, control, etc. need to be further studied, this research offers a

foundation for the task-based kinematic design of a pruning manipulator. The systems men-

tioned above are mainly prototypes and a solution to fully automate spur pruning in vineyards

is still required. Moreover, if these solutions were tested for the accuracy of pruning and the

optimization of engineering processes, seasonal effects on grapevine growth, productivity,

canopy efficiency, and fruit composition were never assessed.
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1.2 Research Objectives

The general purpose of this thesis is to develop and test innovative robotic mobile manipula-

tion technologies for grapevine winter pruning automation, which is definitely a challenging

task. Having defined the above state of the art as well as the general purpose, the thesis tar-

gets the following strongly interdisciplinary specific aims under a strong multidisciplinary

approach. The key technologies involved are summarized in Figure 1.6.

i) Translating human cognitive processes of grapevine spur winter pruning into deep

learning techniques. Recognition of grapevine architecture and identification of tar-

get regions (TRs) and cutting points (CPs) will be developed and tested based on a

dedicated database of case studies representing the impact of anatomical and cultural

factors on grapevine architecture.

ii) Producing solutions for integrating electric shears into a robot manipulator, to au-

tonomously perform the pruning point approach from the output of the perception sys-

tem. Furthermore, a set of highly manipulative planning strategies is essential, which

should approach pruning points precisely while avoiding collisions with the grapevine

cordon and canes, so that robot doesn’t disrupt the grapevine condition.

iii) Theoretically advance the state of the art of interactive grapevine pruning cut control

by studying imitation learning and compliant control technology for reducing mechan-

ical damage to the grapevine and improving the success rate of pruning.

Remark 1 The research of this thesis will focus on spur winter pruning, which is suitable

for many grape varieties; grapevine winter pruning will specifically refer to spur pruning in

the present manuscript.
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Figure 1.6: Key technology components of grapevine winter pruning pipeline.

1.3 Outline of the Thesis

This dissertation is divided into seven chapters and is organized as follows:

• Chapter 1 presents the basic background of grapevine winter pruning. The main

problems and challenges of robotic winter pruning as well as the corresponding main

solutions are clarified.

• Chapter 2 introduces the design and mathematical model of the pruning robot sys-

tems, which include both wheeled and legged mobile manipulators with customized

shears.

• Chapter 3 summarizes the rules of grapevine winter pruning, with particular emphasis

on spur pruning, which provides hierarchical guidelines for spur pruning allowing

translation of the human cognition process and physiological bases into algorithms for

automated plant recognition and robotized pruning.

• Chapter 4 presents a novel method to create 2D plant models, based on grapevine

semantic segmentation, containing the topographical and geometrical information be-

tween the different grapevine organs. Combine to generate potential pruning points.
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Furthermore, the optimal pruning orientation is generated based on the 3D geometric

features of the grapevine, thereby obtaining the target pruning pose.

• Chapter 5 illustrates a methodology to approach the target pruning point where a

three-phase approach strategy is proposed to guide shears to enclose the pruning point

decently. Experimental results are presented to demonstrate the effectiveness of the

prototype.

• Chapter 6 introduces a novel compliant control where stiffness is actively controlled

by means of learning from demonstration. Experimental tests with the prototype show

the pruning cut performance in terms of pruning points engagement.

• Chapter 7 summarizes the main results of the previous chapters extending them with

a more general discussion and giving directions for future ongoing research.
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2 Design and Analysis of Robotic

Pruning Systems

Robotic pruning is a selective operation that provides precise cuts using a pruning tool at-

tached to a robotic manipulator. A robotic pruner typically consists of a vision sensor, a

manipulator, a mobile platform, and an end-effector tool. It must be highly manipulative to

avoid collisions so the robot should be a kinematically redundant manipulator. A 7-Degrees

of Freedom (DoFs) manipulator, with one DoF of redundancy, could be a good choice since

more degrees of redundancy optimize the trajectory planning and design computational costs

extremely [62]. Additionally, for this manipulator to reach the desired pruning points, a

sizable workspace is required. Both wheeled and legged robots are currently evaluated as

mobile platforms, furthermore, legged robots are promising due to their higher mobility

on rough terrains [63]. Wheeled Mobile manipulator will be deployed in laboratory and

greenhouse conditions. Whereas, the legged mobile manipulator will be deployed in field

conditions, due to the dexterous movement characteristics of the legged system.

We present integrated systems that advance the state of the art in perception and manip-

ulation capabilities for pruning. Our system, shown in Figure 2.1, once driven in front of

a target grapevine, is expected to autonomously detect pruning targets, move towards them,

and then execute precision cuts.
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(a) (b)

Figure 2.1: Our autonomous pruning system (a) Rolling Panda and (b) HyQReal-Kinova.

2.1 Robot Platforms

2.1.1 Wheeled Manipulator Rolling Panda

As shown in Figure 2.1 (a), Rolling Panda consists of two parts: the velocity-controlled

two-wheel non-holonomic mobile robot, MP-500 (Neobotix GmbH. Co.) and 7-DoFs robot

manipulator (Franka Emika. Co.), equipped with shears (end-effector). Both the mobile

robot and manipulator have their own controller interfaces which are simple and user-friendly

programming. Regarding MP-500, there is a Robot Operating System (ROS) [64] interface

for low-level, real-time velocity controller and localization algorithms1. The localization

algorithm returns the odometry and twists information of the mobile base’s central frame in

relation to its global frame. The Franka ROS Interface provides utilities for controlling and

managing the Franka Emika Panda 2. The control frequencies of Franka Emika Panda and

1https://robots.ros.org/neobotix-mp-500/
2https://frankaemika.github.io/docs/
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MP-500 are 1 k Hz and 50 Hz , respectively. The ROS master laptop, used for the controller,

is a core-i7 processor 1.8 GHz with 32 GB RAM.

Kinematic Model

Figure 2.2: Whole-body kinematic model of Rolling Panda.

Considering components of the system (non-holonomic move base and 7-DoFs manipu-

lator, as shown in Figure 2.2). The moving base of the Rolling Panda is able to realize rigid

body planner motion, hence a unified coordinate system is defined as follows:

qwb =
[
q⊤m q⊤w q⊤n

]⊤
(2.1)

where qm = [ xm ym ϕ ]⊤ ∈ R3 is the coordinate of the rotation central frame of the

mobile base (as shown in Figure 2.3), qw = [ θl θr ]⊤ ∈ R2 is spinning of the wheel joints

and qn ∈ Rn is the joint vector for the manipulator. µ is the distance between the driving

wheels and the mobile platform geometric center, ρ is the distance from the mobile platform

rotation center to the center of mass of the mobile platform, andR is the radius of the wheels.
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Figure 2.3: Schematic drawing of Rolling Panda. xm, ym, and ϕ represent the center point

coordinate and rotation angle of the mobile base under the global frame.

The Denavit-Hartenberg (D-H) parameters of the prototype in Figure 2.2 are listed in

Table 2.1, from which the manipulator’s Jacobian matrix is derived using RBDL software

[65] and is shown in Equation (2.2). In Table 2.1 qi is the angle from xi−1 to xi about

zi−1, αi is the angle from zi−1 to zi about xi, di is the distance from xi−1 to xi along zi−1, and

finally ai is the distance from zi to zi−1 along xi [66].

J(qn) =

 [JT ]3×7 (qn)

[JR]3×7 (qn)

 (2.2)

where JT (qn) and JR(qn) are the translational and rotational Jacobian sub-matrices of the

manipulator respectively.

Due to its inherent properties, a differential mobile platform can not move sideways [67].

Hence, the velocity of the mobile base in the lateral directions should be zero.

−ẋm sinϕ+ ẏm cosϕ− ρϕ̇ = 0 (2.3)

The other two constraints are a pure rolling constraint, relating the base velocities ẋm,
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Table 2.1: The Denavit-Hartenberg parameters of Franka Emika Panda.

qi αi di ai Joint

q1 0 0.333 0 1

q2 −π
2

0 0 2

q3
π
2

0.316 0 3

q4
π
2

0 0.0825 4

q5 −π
2

0.384 -0.0825 5

q6
π
2

0 0 6

q7
π
2

0 0.088 7

ẏm, ϕ̇ while the wheel velocities θ̇l, θ̇r, ensure the no-slip condition at each rolling wheel in

the forward directions.

ẋm cosϕ+ ẏm sinϕ− µϕ̇ = Rθ̇l

ẋm cosϕ+ ẏm sinϕ+ µϕ̇ = Rθ̇r

(2.4)

We can set the constraint matrix between the rigid body motion of the mobile base and

the generalized coordinates to satisfy the following equation. Combining constraint equation

and unified coordinates in a general formulation, we have

A(qwb)q̇wb = 0 (2.5)

where A(qwb) ∈ R3×(5+n) is the full-ranked constraint matrix.

A(qwb) =


− sinϕ cosϕ −ρ 0 0 · · · 0

− cosϕ − sinϕ −µ R 0 · · · 0

− cosϕ − sinϕ µ 0 R · · · 0

 (2.6)

The following transform equation can be derived using the null-space technique

q̇wb = S(qwb)ξ̇ (2.7)
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where S(qwb) satisfies A(qwb)S(qwb) = 0, and

S =



ϱ(µ cosϕ− ρ sinϕ) ϱ(µ cosϕ+ ρ sinϕ) 0 · · · 0

ϱ(µ sinϕ+ ρ cosϕ) ϱ(µ sinϕ− ρ cosϕ) 0 · · · 0

ϱ −ϱ 0 · · · 0

1 0 0 · · · 0

0 1 0 · · · 0

0 0 1 · · · 0
...

...
... . . . ...

0 0 0 · · · 1



(2.8)

where ϱ = R/ (2µ). The set of feasible velocities may be expressed in terms of a suitable

vector, ξ̇ = [ q̇⊤w q̇⊤n ]⊤ ∈ R2+n denotes the velocity for all actuators of Rolling Panda in

joint space.

Jacobian matrix maps actual joint velocity space onto Cartesian velocity space, Jξ ∈

R6×(2+n), can be derived as:

Jξ(qwb) = Jqwb
(qwb)S(qwb) (2.9)

where Jqwb
(qwb) is the Jacobian matrix for qwb.

Dynamic Model

The following is the unconstrained equation of motion for a non-holonomic handheld ma-

nipulator [68]:

M(qwb)q̈wb + C(qwb, q̇wb)q̇wb +G(qwb) =B(qwb)τ + τdis + Λ⊤(qwb)λ (2.10)

where M(qwb) denotes an n × n symmetric positive definite inertia matrix, C(qwb, q̇wb) is

the centripetal and Coriolis matrix, G(qwb) denotes the gravitational vector, τdis denotes

the vector of bounded unknown disturbances including unstructured unmodeled dynamics,
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B(qwb) denotes the input transfer matrix, τ denotes the torque vector, Λ⊤(qwb) denotes the

kinematic constraints matrix, and λ denotes the Lagrange multipliers vector.

Finally, the dynamic motion of Rolling Panda with respect to ξ and ξ̇ can be reformu-

lated by removing the generalized constrains, Λ(qwb)
⊤λ, in Equation (2.10) by combining

Equation (2.7) and Equation (2.10), as follow:

Mξ(qwb)ξ̈ + Cξ(qwb, q̇wb)ξ̇ +Gξ(qwb) = u+ S(qwb)
⊤τdis (2.11)

where
Mξ(qwb) = S(qwb)

⊤M(qwb)S(qwb)

Cξ(qwb, q̇wb) = S(qwb)
⊤[M(qwb)Ṡ(qwb) + C(qwb, q̇wb)S(qwb)]

Gξ = S(qwb)
⊤G(qwb)

u = S(qwb)
⊤B(qwb)τ.

2.1.2 Legged Manipulator HyQReal-Kinova

With regard to viticulture, terrain variation could severely impair the stability of traditional

platforms and pruning-manipulator performance. Robots must overcome the challenge of

moving in rough terrain when performing tasks in complex wild environments. Due to their

mobility restrictions over rough terrain, today’s remote-controlled vehicles with wheels and

tracks remain limited in such tasks [69]. As an alternative, legged robots present the potential

of becoming the new generation of rough terrain vehicles that are capable of autonomous,

semi-autonomous, or remote-controlled operations in challenging terrains [70]. The next

generation of all-terrain vehicles, with legs instead of wheels and tracks, is finally achieving

performance levels that show superior mobility on rough terrain.

As shown in Figure 2.1 (b), HyQReal-Kinova consists of two parts: a legged mobile base

and a manipulator. HyQReal3 developed by Istituto Italiano di Tecnologia (IIT) is 1.33 m

3https://hyq-real.eu/
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long and 90cm tall, and its weight is 130kg. The robot is protected by an aluminum roll cage

and a skin made of Kevlar, glass fiber, and plastic [71]. The quadruped has custom-made

feet made in special rubber for high traction on the ground and is equipped with a 48 Volt

battery that powers four electric motors connected to four hydraulic pumps. HyQReal is

completely power-autonomous with onboard hydraulics, batteries, and wireless communica-

tion. Furthermore, the robot features a higher ruggedness, reliability, and energy efficiency.

The manipulator consists of a Kinova Gen3 robot 4, a lightweight manipulator with lower

power consumption mounted on a mobile robot; the details of the robot can be found in [72].

The 7 rotational joints provide the dexterity needed for the scanning and pruning actions.

Kinematic Model

The model of a legged mobile manipulator can be formulated as a floating-base B to which

the manipulator is attached. The position and orientation of the base frame {B} with respect

to the world frame {W} are expressed as a three-dimensional vector WpB ∈ R3 and a Hamil-

tonian unit quaternion W qB respectively. The joint positions of the legged manipulator are

collected in the vector qlm ∈ Rnlm , where the number of joints is nlm =19. The generalized

coordinate vector qhk and the generalized velocity vector vhk are collected as:

qhk =


WpB

W qB

qlm

 ∈ SE(3)× Rnlm , vhk =


WvB

WωB

q̇lm

 ∈ Rnv (2.12)

where the number of velocity vectors is nv = 6 + nlm, and WvB ∈ R3 and WωB ∈ R3 are

the linear and angular velocity of the floating-base with respect to the world frame expressed

in the {W} frame. The HyQReal-Kinova robot shown in Figure 2.4 has nv =25 DOFs,

with six, twelve, and seven DOFs describing the floating base, legs, and the manipulator,

respectively.

4https://www.kinovarobotics.com/product/gen3-robots
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Figure 2.4: Whole-body kinematic model of HyQReal-Kinova.

Dynamic Model

The equations of motion of a legged mobile manipulator robot with a floating base can be

written as:

M(qhk)v̇ + h(qhk, vhk) = S⊤τhk + J⊤
c (qhk)λ (2.13)

where M(qhk) ∈ Rnv×nv stands for the inertia matrix, and h(qhk, vhk) is a vector of non-

linear terms (including Coriolis, centrifugal and gravity forces). The selection matrix S =

[ 0nτ×(nv−nτ ) Inτ×nτ
] represents the system under-actuation that the floating-base is not di-

rectly actuated by joint torques τhk ∈ Rnτ . If all limb joints are actuated, then the number of

actuated joints nτ = nlm. The vector of contact forces λ is mapped to the joint-space torques

through the support Jacobian Jc ∈ R3nc×nv , which is obtained by stacking the end-effector

Jacobians which relate generalized velocities to limb end motion as Jc = [ J⊤
c1

· · · J⊤
cnc

]⊤,

with nc the number of limbs in contact.

Remark 2 Legged whole-body manipulation is beyond the scope of this research. Here we

only consider decoupled motion policy, mainly focusing on robot arm manipulation, while
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quadruped robots are used as a mobile platform.

2.2 Camera Vision System

Spur recognition is one of the crucial steps toward developing a robotic pruning system for

grapevine winter pruning. A key requirement for accurate perception of grapevine modeling

and manipulation in complex environments in the outdoors is a robust camera system. It is

also the precondition for motion planning to efficiently identify obstacles. Camera-based ma-

chine vision system serves as a promising object detection technology and has been widely

investigated in the last decade for various tree fruit and grapevines [73, 74, 75, 76, 77, 78].

A major advantage of using machine vision techniques is to provide accurate, reliable, cost-

effective, and automatic solutions for orchard management operations in a non-destructive

way.

Figure 2.5: Intel RealSense Depth Camera D405.

The Intel RealSense Depth Camera D4055 (as shown in Figure 2.5) is a short-range stereo

camera providing sub-millimeter accuracy for close-range computer vision needs. The D405

operates at an ideal range of 7 cm to 50 cm with minimum object detection down to 0.1mm

5https://www.intelrealsense.com/depth-camera-d405/
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at 7 cm. This is suitable for our grapevine winter pruning application, we need the camera

to perform spur detection at close range.

2.3 End-Effector Tool

The end-effector is a critical component of the pruning robot, required to conduct the pruning

cut on the selected pruning location. Unlike normal grasping or fruit harvesting, having a

proper end-effector is important for grapevine winter pruning because canes are thin, and

spurs are usually clustered. Furthermore, the tool must be light enough to be carried by a

lightweight robot as an end-effector. Currently, there is no pruning machine on the market

that can directly interact with a robot. For this reason, designing a tool capable of cutting

grapevine under program control is important for the success of the process.

(a) (b)

Figure 2.6: Different cutting tools: (a) billhook; (b) pruning shears.

2.3.1 End-Effector Design

Pruning the grapevines necessitates precise cutting at a specific location on the plant. How-

ever, before such a cut could be made, it is important to understand the mechanical properties
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Figure 2.7: 3D model of electric bypass pruners.

of the canes, particularly the force required to cut dormant canes for the proper design of the

pruning end-effector.

Winegrowers used to use different cutting tools for each region of Italy. The billhook

(Figure 2.6 (a)) was mainly used in the north. In the center and in the south, different shapes

of “pennato” were prevalent (in the drawing: it is similar to a billhook, but with the addition

of a second blade [79]. This pruning knife shape can be traced back to the Roman era).

These tools were difficult to wield: it was easy to injure yourself, to injure the plant too

much (with the entry of diseases and pests) and it takes strength. In the nineteenth century,

pruning shears (Figure 2.6 (b)) began to be used and the work started to be a little easier.

Today we still use them, sometimes electric or pneumatic ones, to reduce fatigue and hand

usury.

We modified a commercial electric bypass pruner through a 3D printed support frame so

that it can be connected to the robot end effector flange. The 3D model is shown in Figure

2.7.

Finally, the eye-in-hand pruning end-effector consists of a set of electric bypass pruners

along with a RealSense D405 RGBD camera shown in Figure 2.8. The camera is located

above the blade and the top blade is visible when the shears are open. The shears are rated
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Figure 2.8: Structure of the pruning tool. 1: RealSense D405 RGBD cameras in a 3D printed

housing; 2: gear box; 3: protective cover; 4: drive lever of cutting blade; 5: cutting blade.

for cutting branches up to 3.2 cm in diameter.

2.3.2 Hand-Eye Calibration

In robot applications of grapevine pruning, hand-eye calibration is a very basic and critical

issue. The purpose of hand-eye calibration is to obtain the relationship between the robot

coordinate system and the camera coordinate system and finally transfer the results of visual

recognition under the camera frame to the robot coordinates system. The following Figure

2.9 shows a representation of the elements involved in hand-eye calibration.

Eye-in-hand to compute the static transform between the end effector frames of a robot

and that of a tracking system, e.g. the optical frame of an RGB camera used to track AR

markers. In this case, the camera is mounted on the end-effector, and we place the visual

target so that it is fixed relative to the base of the robot.

The following equation describes how to transform a single 3D point from the camera to

the robot base coordinate system:
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Figure 2.9: Schematic diagram of hand-eye calibration.
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(2.14)

To convert the entire point cloud from the camera coordinate system to the robot base

coordinate system, apply the equation above to each point in the point cloud. To transform

the pose of the object relative to the camera use the following equation:
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The resulting pose is the one that the robot Tool Center Point (TCP) should attain for

pruning. This allows us to express the pose of the camera relative to the end-effector HEE
CAM

as a function of the robot to end-effector HROB
EE , camera to calibration object HCAM

OBJ and

one constant, unknown pose HROB
OBJ . we can solve for HEE

CAM using optimization technique

[80].
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2.4 Conclusion

This chapter defines the grapevine robotics pruning system, analyzes the feasibility of prun-

ing mechanization, designs the pruning end-effector, and establishes the overall scheme of

the grapevine pruning robot. The objective is to apply state-of-the-art mobile manipulation

platforms and systems, a wheeled mobile platform with a commercial full torque sensing

manipulator and multiple sensors, and a quadruped robot mobile platform with a customized

robotic manipulator and multiple sensors for various maintenance and automation work in

the greenhouse and vineyard. Moreover, the kinematics and dynamic analysis of the two

pruning robots, Rolling Panda and HyQReal-Kinova were carried out. Due to the advan-

tages of fast and smooth movement, and strong adaptability of the wheeled mobile platform,

Rolling Panda will be used in laboratory and greenhouse conditions. The legged mobile

platform, HyQReal-Kinova, will perform grapevine pruning in vineyards with more com-

plex terrain.
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3 Grapevine Winter Pruning

Grapevine winter pruning is the process of cutting away a portion of the annual vegetative

growth of a grapevine to maintain the desired bud load per vine and the plant architecture.

Such a process is also known as “winter/dormant pruning” as performed over dormancy

[81]. When people prune grapevines, they first select several canes to keep, and then they

make cuts to remove the rest. Canes that are long, not too thick or thin, and will keep the

head compact in subsequent years are selected. For manual pruning, a certain amount of

knowledge and skills are needed to evaluate the grapevine structure and to decide where to

prune, without damaging the vine. Pruning rules define a systematic way to remove older

canes to keep the vigor and vine balance in control, which provides hierarchical guidelines

for spur pruning allowing translation of the human cognition process and physiological bases

into algorithms for automated plant recognition and robotized pruning.

3.1 Principles of Grapevine Winter Pruning

Grapevine pruning is a perennial management practice that keeps selected one-year-old

grapevine wood for the following season’s crop production. Green shoots become woody

in the dormant season and will contain buds that produce fruitful shoots in the next season.

Woody canes were green shoots in the previous growing season and will be roughly one year
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old when the growing season starts again. The retained parts of these canes contain buds

that will produce shoots that bear clusters. Once these canes have produced their fruit for

the season, they will not produce again. To keep grapes productive, they need to be pruned

to renew the young canes which will produce in the following year. One-year-old grapevine

wood is light tan or cinnamon colored and can be contrasted with older wood that often has

darker brown colored bark.

Grapevine winter pruning is an extremely time-consuming operation requiring up to 120

hours per hectare depending on vine vigor, training system, equipment, and skilled labor

availability [8, 82]. In mechanically harvested, vertically shoot-positioned (VSP) trained

vineyards, hand pruning can account for up to 75% of the annual labor demand. Such a

high labor requirement can be significantly reduced by 50-90% in case of the adoption of

mechanical pruning [83]. From an agronomic perspective, winter mechanical pruning was

initially applied on spur-pruned cordons and has been demonstrated to be much more suitable

for training systems with free-growing canopy such as single, high-wire cordon and Geneva

double courtain (GDC) [4]. Even in the case of manual follow-up, mechanical pruning leads

to an increased bud load as compared to hand pruning [84] inducing vegetative and yield self-

regulation, such as reduced bud-break rates [85, 86], shoot fruitfulness [87], fruit-set [88],

cluster and berry weight [89]. The bigger canopy (see increased vine capacity) resulting from

mechanical pruning may support similar yields to manual pruning by maintaining similar

fruit composition [87, 90, 91].

As already introduced, winter pruning consists of the removal of part of the previous sea-

son’s growth over dormancy. The operation aims to (i) regulate vegetative growth, (ii) select

fruitful nodes, (iii) regulate shoot vigour, vine capacity, yield, and crop load, (iv) produce

grapes of target composition, and (v) maintain a desired canopy architecture depending on

the training system [81, 84].

Grapevine pruning methods generally fall into two categories spur pruning and cane

pruning, which are associated with training methods by virtue of where the fruitful one-
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(a) (b)

Figure 3.1: Grapevine pruning scheme: (a) spur pruned and (b) cane pruned.

year-old wood originates. The fruitful wood can originate from either the head region or

a cordon (illustrated in Figure 3.1). Spur pruning is commonly implemented with cordon

training. A cordon is a horizontally trained extension of the trunk that is retained for multiple

years, spurs originate along the length of a cordon. Spur pruning is generally associated with

pruning and retaining two to four buds on one-year-old wood that originates across the length

of the fruiting cordon (as shown in Figure 3.2). Whereas cane pruning is implemented with

head training, canes originate from the head region of the vine. Cane pruning does not use

cordons. Instead, new one-year-old canes are laid down on the fruiting wire every year.

Spurs and canes refer to the portions of one-year-old wood that are retained when prun-

ing. Spurs are shorter and contain fewer buds than canes; they are called ”spurs” due to their

physical appearance after cutting the cane. However, both spurs and canes are bearing units

with dormant buds that can give origin to fruitful shoots. Based on the length of the retained

bearing units, spur and cane are the two main methods adopted to prune the grapevines,

consisting in shortening a long cane to 2-3 or >5 (generally 8 to 15) nodes, respectively.

Moreover, bearing units can be arranged in space, with grapevines trained to specific trellis

systems depending, among others, on desired quality, harvest method, mechanization needs,

and labor requirements [92]. Vertical shoot positioning (VSP) is a trellis system widely

adopted in several wine regions and is based on a spur-pruned cordon fixed to a fruiting wire

with shoots growing upwards during the season to create a canopy wall varying between 0.8
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and 1.5 m high. VSP-trained vines can also be subjected to cane pruning and up to 4 canes

per vine kept, depending on vine spacing and optimal bud load [93]. Both the pruning meth-

ods are highly selective requiring skilled workers to apply the following decision-making

process: (i) assess the previous season’s plant status, (ii) identify potential spurs and canes

among dormant shoots, (iii) perform the main cuts, (iv) carefully strip-out the dormant shoots

that were cut-off, (v) determine the bud load and make the final cuts, (vi) remove older wood

and any extra canes, (vii) tie down the cane along the fruiting wire if required by the training

system [94]. On the other hand, spur pruning has simpler requirements, and pruning cuts are

closely located near the cordon. In addition to bud retention, pruning rules also necessitate

qualitative parameters such as cane diameter and the health of canes and buds. In particular,

spur pruning automation is the main research topic of this thesis.

Figure 3.2: Illustration of spur pruning.

Spur pruning is suitable for spurred cordon system, which is widely adopted worldwide

in several wine regions. It is suitable for low or medium-fertility soils, even dry, and for

those varieties that have good fertility on the proximal buds (basal count nodes) [4]. It is

frequent in Tuscany and other Italian central regions where viticulture is primarily based
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on Sangiovese cv. At the end of the training of the young vines, the best cane is placed

horizontally, becoming a structural element of the plant. In spring, fruiting shoots will form

from the retained buds, and will crop grapes and wooden by the end of the season; during

winter pruning operations each ventral cane will be removed and upward canes shortened

into a spur, forming the cordon. Since the architecture of an adult grapevine is achieved,

spurs will be annually renovated through short pruning. This system has been successful and

has spread due to the excellent quality management of the vineyard, but also for simple and

fast pruning. The action will be driven by the following factors to consider:

• Spur length

The optimal bud load per vine can be attained by acting on spur number (N) and

length (L). So, physiological reactions and different growing pathways might impact

vine architecture and next-season pruning operations. In particular, the longer the spur

the higher the risk to induce vegetative gradients due to acrotony (preferential growth

of distal shoots inhibiting the development of underlying shoots). Moreover, a lower

spur distancing along the metr of the row will result in excessive canopy density with

negative impacts on canopy architecture, vineyard management, health status, and fruit

composition [95].

• Effects of seasonal canopy management on grapevine architecture in winter

The architecture of a spur-pruned vine is strictly related to canopy management in

summer. Excessive or misplaced shoots are preferentially removed early in the season

(shoot-thinning) for a resulting canopy with regularly-spaced shoots [96]. Otherwise,

unthinned canopies will be composed of a heterogeneous population of shoots accord-

ing to their insertion on the permanent structures, orientation, and site vigor.

Figure 3.3 is the process of reducing the previous year’s two-bud spurs to single shoots,

and pruning the remaining new growth to form replacement two-bud spurs. Spur pruning is

carried out in winter following this rule:
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Figure 3.3: Fruiting canes pruned back to 2 buds in winter.

• Select healthy canes, evenly spaced at approximately 15-20 cm apart to form the new

spurs. Prune these canes back to two buds from the base, not including the bud at the

base (basal cane cut).

• Select upward-facing buds if possible as this is more referable. Make the pruning cuts

1-2 cm above the bud to prevent the buds from drying out. Prune off all other growth

from the main laterals. Cuts made with sharp pruning shears will not bruise the vine

and will leave a clean, smooth surface.

• Prune the previous year’s two-bud spurs in half, removing the top half of the spur (top

cane cut).

• Creating a new two-bud spur that will produce the new fruiting canes in the following

year. Prune the new growth coming from the spur’s remaining lower shoot down to

two buds.
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3.2 Conclusion

This chapter summarizes the rules of grapevine pruning, with particular emphasis on spur

pruning which is commonly implemented with cordon-based training systems. A good spur

pruning strategy is to retain 1-year-old spurs that are positioned as close as possible to the

cordon, such a condition ensures that clusters are maintained in a confined fruit zone region,

which promotes precision spraying, leaf removal, and harvest efficiency. Furthermore, main-

taining low-positioned spurs maximizes the amount of exposed canopy leaf area throughout

the season. As proved to be a working solution by the human workers, the ideal pruning

cut generally should prune these canes back to two buds from the base and prune the previ-

ous year’s two-bud spurs in half. A hierarchical policy based on the pruning rules could be

adopted by the robot vision system to precisely locate these buds and generate the cutting

points or their pose.
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4 Grapevine Perception System

Grapevine pruning automation is approximated with the help of computer vision and im-

age processing methods. Grapevine image recognition is to use image processing and pat-

tern recognition technology to identify grapevines from complex backgrounds, which can

provide the basis for accurate judgment of grapevine segmentation and pruning point po-

sitioning. Achieving this through image analysis means that all grapevine organs should

be segmented in order to extract the whole canes’ bodies for pruning point estimations on

them. Semantic segmentation is a very popular method in robotic systems that interact in a

wild-free environment. With this approach, grapevine winter pruning automation methods

can achieve pruning point estimations or feature extraction mechanisms since the whole area

of interest is segmented. It is one of the key technologies for grapevine automatic pruning

robots.

4.1 Visual Perception for Grapevine Identification

The overall perception pipeline to perceive the grapevine and generate the pruning pose on

pruning location is shown in Figure 4.1. We perform a semantic segmentation of the scene by

utilizing optical flow data from RGBD cameras. We feed the grapevine images into a Mask

R-CNN network to perform instance segmentation of different grapevine components and
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process the resulting instances to obtain pixel estimates for pruning points. Simultaneously,

based on the 3D point cloud model of grapevine, the optimal approach orientation is inferred

near the pruning point. Finally, the perception system outputs the pruning pose.

Figure 4.1: A block diagram with all major steps in the perception pipeline. The program

flows from left to right.

4.1.1 Ground-Truth Annotation of Image Datasets

A dataset is an important component in the implementation of a machine-learning method.

Since no dataset with the plant organ segmentation of spur-pruned grapevines was found, we

created a new dataset with the annotation of five classes: cordon, arm, spur, cane, and node.

This structure can be seen in Figure 4.2, along with the correct pruning points for the shown

example. Each class corresponds to a different visible organ over dormancy.

The data acquisition was performed in the simulated vineyard at UCSC, Piacenza, Italy

(Figure 1.1). It is composed of two rows of potted Vitis vinifera L. cv. Sangiovese spur-

pruned grapevine, running a shoot thinning experiment, where a group of seven plants is
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Figure 4.2: Schematic representation of a grapevine pruning region area, illustrating the 5

grapevine organs: Cordon, Arm, Spur, Cane, and Node. The red lines indicate the desired

pruning points.

acting as the control group, and the second group of eight grapevines is subjected to shoot

thinning. Each plant has around five spurs, and the images are taken from both sides of the

grapevines.

Pruning target regions of each image were hand-labeled by viticulture experts and sin-

gularly contained in rectangular bounding boxes by using the COCO Annotator tool [97], a

web-based tool that is designed to efficiently label images. The dataset is being annotated

following the COCO segmentation dataset, with the five mentioned classes, the cordon, the

arm, the spur, the cane, and the node.

4.1.2 Deep Learning Model for Grapevine Detection

Object detection systems involve not only recognizing and classifying every object in an im-

age but localizing each one by drawing the appropriate bounding box around it. This makes
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object detection a significantly harder task than its traditional computer vision predecessor,

image classification. The traditional model-driven method for object detection follows stan-

dard feature matching and bundle adjustment pipeline. This pipeline usually leads to high

computation and time cost and low tolerance to the scenarios with variable environmental

conditions, e.g., brightness, backgrounds, and weather. It performs poorly in scenes where

relevant features are not present, or similar [98]. Especially when solving the problem of

grapevine identification, factors such as the natural environment in the field and the complex

structure of the grapevine all make this problem difficult. With data-driven deep learning

technologies, applying deep neural networks for object detection becomes a promising so-

lution. Faster R-CNN [99], R-FCN [100], and SSD [101] are the most widely used object

detection models. Other popular models tend to be fairly similar to these three, all rely-

ing on deep CNN (DCNN) to do the initial heavy lifting and largely following the same

proposal/classification pipeline.

The neural network architecture and backbone used for this work is Detectron2 [102],

a state-of-the-art detection algorithm, using Pytorch, Mask R-CNN, and, instead of using

several backbones, we settled for just one, which is the ResNext X101-FPN [103]. This

ResNext is an improvement on the original ResNet network. The network is trained using

the default training procedure of Detectron2. This procedure creates a model, optimizer,

scheduler, and data loader with the default configurations provided along with the model. It

then loads the pre-trained model weights, initializes logging functions, and starts to follow a

standard training workflow with a single-optimizer single-data source iterative optimization.

The training hyperparameters are the default ones, with the only changes being the batch

size changed to 2, from the original value of 16, and the number of training iterations that

were changed to 50000, from the original 270000. These changes were made to adjust to the

size of our dataset, which is considered small for the network itself.
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4.1.3 Experiments

In order to test each step of the proposed perception system, two experiments were per-

formed: Experiment 1 is about the Pruning Regions (PRs) detection with a first Deep Con-

volutional Neural Network (DCNN), and Experiment 2 is about the grapevine organs seg-

mentation with a second DCNN.

Experiment 1: Training and Testing of the DCNN for PR Detection

• Image Collection

During winter, a total of 1215 RGB images were acquired on Vitis vinifera L. spur-pruned

grapevines from 2 different vineyards. In February 2018 and February 2019, 965 and 100

RGB images, were acquired from Vitis vinifera L. cv Merlot grapevines planted in 2014 in an

experimental vineyard located in Piacenza, Italy. Mature vines presented seven 2-node spurs

and were planted along an NS-oriented row with 2.1 m× 1.2 m spacing (inter- and intra-

row). The cordon was set at 0.9m above the ground. Images were captured with a resolution

size of 1280 × 720 pixels, moving from North to South along the row at a 0.9 m operating

distance. In December 2018, 150 RGB images were gathered on eight-year-old Vitis vinifera

L. cv. Ervi grapevines from a commercial vineyard located at Alseno, Italy. Each vine was

pruned to six 2-node spurs for a corresponding bud load of 12 nodes/vine. The east-facing

vineyard featured EW-oriented rows and a 2.5 m×0.9 m vine spacing (inter- and intra-row,

respectively). Images were acquired from West to East. During each acquisition campaign,

all the images were taken at solar noon under a clear sky (Figure 4.3 (a)).

• Data Annotation

Pruning target regions of each image were hand-labeled and singularly contained in rect-

angular bounding boxes by using the COCO Annotator tool. Every annotation included
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(a) (b) (c)

Figure 4.3: Description of the workflow required for fine-tuning a DNN for PR identification:

(a) original image; (b) annotated image by experts for training the neural network by using

red bounding boxes; (c) example of PR detection through Faster-RCNN 2.0. with green

boxes indicating detected pruning regions.

individual spurs avoiding overlapping with adjacent regions, and at least the first 2 basal

nodes of each cane (Figure 4.3 (b)). The annotated dataset, with a total of 8361 bounding

boxes, as part of a fine-tuning process, was subsequently fed to the neural network Faster

R-CNN.

• Training of the DCNN

The network was fine-tuned from a pre-trained model of Faster R-CNN [104], trained with

the COCO2017 dataset. The fine-tuning hyperparameters were those related to the neural

network structure by default adjusted for the following exceptions: the number of training

iterations was changed to 50,000 from the original 270,000, the batch size was changed to 1

from an original value of 16, and the decaying learning rate which was set to 0.003 from the

start, was changed to 0.0003 at 1000 steps and further decayed to 0.00003 at 2000 steps.

• Testing of the DCNN

The fine-tuned algorithm was tested in October 2021 on 2 different datasets referred to ma-

ture spur-pruned grapevines of diverse ages, and cultivars and subjected to different growing

conditions. Accordingly, a batch of 202 frames was acquired in February 2019 on a subset
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of 5 adjacent Merlot vines randomly chosen among those already used for training. The sec-

ond test dataset, composed of 30 RGB images with a resolution of 4608 × 3456 pixels, was

obtained in December 2020 in Piacenza on a set of 15 Vitis vinifera L. cv Sangiovese potted

grapevines. The vines were arranged in a single row, trained to a spur-pruned cordon since

2017 with five 2-node spurs and a vine spacing of 0.9m, and a 35◦ NE-SW orientation. The

permanent cordon was located 0.9m from the ground. Each plant was entirely photographed

once from both sides at cordon height (Figure 4.3 (a, b)).

Figure 4.4: Description of the pruning regions (PRs) depending on wood type and orienta-

tion. PRs defined as “other” are not reported.

For each image, the DNN predicted the potential Pruning Regions (PPRs) through bound-

ing boxes and confidence values (Figure 4.3 (c)); however, only the detections with confi-

dence >70% were considered. Additionally, every PR was progressively numbered and

described by: wood type (W), visibility (V), and orientation (O). The wood type included

the following categories: cane (cane arising from latent buds on the permanent cordon),
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simple spur (spur with ≤1 shoot/node), complex spur (spur with >1 shoot/node), and other

(PRs not falling in one of the previous categories) (Figure 4.4). For what concerns visibility,

PRs were classified as visible or hidden if occluded by other grapevine organs and/or trellis

components. Lastly, orientation provided three categories: coplanar (PR lying on the same

plane of the row), perpendicular (PR lying on the vertical plane perpendicular to the row),

and intermediate (PR lying on a plane in between coplanar and perpendicular conditions).

Experiment 2: Training and Testing of the DCNN for Grapevine Segmentation

• Image Collection

In March 2021, 148 RGB images were captured with a resolution size of 4608 × 3456

pixels, on the Sangiovese grapevines already considered for Experiment 1. In order to

increase the variability among the pruning region complexity, in May 2020 shoot thinning

(ST) was performed on 8 out of the fifteen grapevines according to Bernizzoni et al. [96].

The remaining 7 plants acted as an unthinned control (C) (Figure 4.5). The acquisition was

performed at solar noon when each PR was individually photographed from a distance of

0.3 m at cordon height; 2 passages per row were performed to consider both the East and

West sides. An additional batch of 196 RGB images taken in December 2020 was also

considered. Data were randomly captured on the same Sangiovese experimental row with a

resolution size of 4608 × 3456 pixels considering different orientations.

• Data Annotation

The images were annotated using the COCO Annotator tool and five classes were used to

describe the relevant grapevine organs (GO) for pruning purposes: cordon, arm, spur, cane,

and node (Figure 4.6 (a)). Each grapevine element belonging to the above-mentioned classes

was annotated with a polygon, except for nodes that were considered through bounding

boxes (Figure 4.6 (b)). Polygonal annotation was carried out by retracing each element
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(a) (b) (c)

Figure 4.5: Test set example images from each PR category considered as part of the seg-

mentation network: (a) Control; (b) Shoot Thinning; (c) Light Pruning.

including the outer edge of every organ. To distinguish connected organs within a PR (i.e.

arm vs. spur, spur vs. canes) from occlusions and close elements of the background, a few

millimeters of overlap between annotated areas were kept for contiguous grapevine organs.

(a) (b) (c)

Figure 4.6: Description of the workflow required for fine-tuning a DNN for grapevine organ

segmentation: (a) original acquisition with the indication of the 5 relevant classes for winter

pruning; (b) annotated image by experts for training the neural network by using 5 different

categories: cordon (purple), arm (green), spur (red), cane (brown), node (blue); (c) an exam-

ple of PR segmentation through Mask R-CNN.
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• Training of the DCNN

The network was trained on 119 images using COCO2017 pre-trained model weights for the

Mask R-CNN. The default training hyperparameters related to the neural network structure

were considered. To adapt the model to the relatively small dataset, the number of training

iterations was limited to 50000, from the original 270000 and the batch size changed to 2,

from the original value of 16.

• Testing of the DCNN

The original dataset was randomly split into a training dataset (80%) and a test dataset (20%).

Accordingly, 29 images of the test dataset were integrated with 31 images collected in De-

cember 2020 as part of a preliminary iteration of the neural network [31]. Such a preliminary

batch of images considered the highest morphological variability of grapevine pruning re-

gions encompassing unthinned grapevines (C) spurs subjected to early-season shoot thinning

(ST), and light pruning (LP) that is generally undesired because favoring acrotony due to the

node-count per spur>2 (Figure 4.6). Therefore, in November 2021 the network was tested on

a batch of 60 images representing several canopy management conditions hereafter described

as treatment (T). The segmentation output (Figure 4.6 (c)) was composed of inferences pro-

vided with an ID, a class label and the corresponding confidence value, and Intersection over

Union (IoU) to quantify the overlap between the annotated organ and the model inference.

Evaluation Criteria

For each dataset of Experiment 1, the network returned bounding boxes identifying the

potential pruning regions (PPRs) of the selected images. Consequently, model predictions

(PPRs) were compared with actual PRs, and three possible outcomes were considered: true

positive (TP) when the prediction correctly matched with the corresponding PR; false pos-

itive (FP) when the prediction did not correspond to a PR; false negative (FN) in case PRs
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were not predicted by the DNN. In addition, FPs were divided into the following 6 cate-

gories: arm (old wood growing from the cordon), cane (an intermediate portion of a cane),

cordon (a portion of the permanent cordon of a target vine), next-row trunk (NRT) (intersec-

tion between the cordon in the foreground and a trunk in the background), old cuts (OC) (a

portion of the cordon where previous cuts were performed), post (a component of the vine-

yard trellising). For each FP category, the percentage of false positives (FP%) was calculated

as follows:

FP (%) =
FP

(TP + FP )
(4.1)

For each of the 5 classes measured within Experiment 2, the output of the grapevine

segmentation network was compared to the annotated images. The correctness of a detected

grapevine organ was assessed through the IoU overlap with the corresponding ground truth

labeling [75, 105]. The IoU overlap was defined according to the following equation:

IoU =
(Annotation area ∩ Inference area)
(Annotation area ∪ Inference area)

(4.2)

Within every class, a detected object was assumed as a true positive (TP) when its IoU

overlapping with the ground truth annotation was higher than 0.5 [106]. The output was

classified as a false negative (FN) when a detected organ did not reach the minimum IoU

threshold. The output was classified as false positive (FP) in the case of no overlap with the

corresponding ground truth annotation. For FPs, the misclassed grapevine organ or other

element was described and considered for further analysis.

In both Experiments 1 and 2, the neural network performances were evaluated through

recall, precision, and F1 scores, which were calculated for the overall object population of

the different datasets [107]:

Recall =
TP

(TP + FN)
(4.3)
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Precision =
TP

(TP + FP )
(4.4)

F1 = 2 ∗ (TP ∗ FP )
(TP + FP )

(4.5)

As part of Experiment 1, the same indices were also calculated depending on PR Visibility.

In the case of WxV, OxV, and WxOxV interactions, the mean values of the Recall index

were calculated and compared by the standard error. In the case of Experiment 2, the

performance metrics were calculated based on the grapevine organ (GO), treatment (T), and

their interaction (GOxT).

Results and Discussion

• Results of Experiment 1

The Merlot dataset included 40 pruning regions mostly featured by simple spurs (43%) and

coplanar orientation. Simple spurs were also the most common wood type in Sangiovese

(73%) where almost half of the PRs were coplanar (51%) with the row’s vertical axis. More-

over, most of the PRs were clearly visible in both the Merlot (68%) and Sangiovese (77%)

datasets (Figure 4.7).

The PR identification in Merlot was characterized by lower recall (0.66) and higher pre-

cision (0.87) rates, with a corresponding F1 score of 0.75 (Table 4.1). In Sangiovese, the

DNN performances were represented by the following metrics: 0.59 recall, 0.96 precision,

and 0.73 F1 score (Table 4.1). Correct PR’s identification was higher in visible spurs with

a dramatic recall decrease from 0.72 to 0.53 and from 0.70 to 0.27 when considering the

occluded PRs in Merlot and Sangiovese vines, respectively (Table 4.2).

Because of the improvement of DNN performance fostered by visible PRs, the detec-

tion model was then assessed as based on the WxV and OxV interactions (Figure 4.8). The
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Figure 4.7: Pruning regions (PRs) breakdown according to Wood Type (a, d), Orientation (b,

e), and Visibility (c, f) against the Merlot (a–c) and Sangiovese (d–f) datasets. Merlot N =

40, Sangiovese N = 154.

best detection for Merlot grapevines was reported for visible complex spurs with 0.85 recall

followed by visible simple spurs and canes. Simple spurs were associated with the lowest

standard error (SE=0.07) as compared to the other classes (Figure 4.8 (a)). Visible coplanar

spurs showed the highest detection rate (0.75 recall) as compared to perpendicular (0.66)

and intermediate PRs (0.65) (Figure 4.8 (b)). Similarly, visible complex spurs of Sangiovese

grapevines were associated with the highest recall (0.85) and simple spurs were the sec-

ond most detected wood type (0.72); moreover, consistency of detection performance was

proved by relatively low standard errors (0.06 vs. 0.05). Conversely, the same metrics wors-

ened for visible canes showing the lowest recall (0.25) and inconsistent detection (SE=0.25)

(Figure 4.8 (c)). Both Intermediate and coplanar spurs showed the highest detection rate (re-

call=0.74) as compared to perpendicular PRs (0.67) (Fig. 6d). Notably, the variability of the
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Table 4.1: Performance measures of the Faster-RCNN 2.0 vision approach for PR detection

against the Merlot and Sangiovese datasets.
Images #TP #FN #FP Recall Precision F1 Score

Merlot 202 1007 523 149 0.66 0.87 0.75

Sangiovese 30 100 69 4 0.59 0.96 0.73

(a) (b)

(c) (d)

Figure 4.8: Variation over Wood type (a,c) and Orientation (b,d) of the Recall index as a

function of PR’s Visibility in the Merlot (top) and Sangiovese (bottom) datasets. Visible and

hidden PRs are reported in white and grey, respectively. Bars represent the mean value ± SE.
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Table 4.2: Performance measures of the PR detection model against the Merlot and San-

giovese datasets depending on PR visibility.
Dataset Visibility #TP #FN Recall Confidence

Merlot Visible 759 299 0.72 0.82± 0.01

Hidden 248 224 0.53 0.81 ± 0.01

Sangiovese Visible 89 39 0.70 0.82 ± 0.06

Hidden 11 30 0.27 0.82 ± 0.04

recall index calculated for several wood types and orientations for hidden pruning regions

was generally higher as compared to clearly visible PRs (Figure 4.8).

Some categories such as coplanar complex spurs, intermediate and perpendicular canes,

and examples belonging to the category other were never observed (Table 4.3). Visible com-

plex spurs with intermediate orientation were detected with 0.97 recall and a SE of 0.03.

Similarly, recall values were higher than 0.9 for visible perpendicular simple spurs while

the detection performance for the same PR with coplanar orientation did not reach 0.75. Ir-

respective of their orientation, the percentage of TPs associated with hidden simple spurs

ranged between 41% and 43% in intermediate and coplanar spurs, respectively (Table 4.3).

Simple and complex spurs were mostly considered in Sangiovese grapevines. When clearly

visible, both coplanar and intermediate complex spurs were associated with the highest recall

scores (0.85) followed by coplanar simple spurs (0.74). Detection performance for perpen-

dicular and intermediate simple spurs was close to 0.7. Moreover, in both datasets, the recall

index was mostly lower than 50% when PRs were hidden.

In Merlot, the most frequent FP category was represented by arms detected in 71 cases

out of a total of 149 FPs corresponding to an FP(%) of 6.14% (Table 4.4). Old cuts (OC),

canes, and cordons were associated with the following FP(%): 1.73, 0.43, and 0.09%, re-

spectively. Only 4 FPs were categorized in Sangiovese grapevines out of the 154 PRs with a

negligible impact on the detection performance.
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Table 4.3: Detection rate of the interactions between Wood Type, Orientation, and Visibility

in the Merlot (top) and Sangiovese (bottom) datasets.
Wood Type Orientation Visibility

Merlot

Simple Spur

Visible Hidden

Coplanar 0.74 ± 0.11 0.43 ± 0.15

Perpendicular 0.91 -

Intermediate 0.51 ± 0.06 0.41

Complex Spur

Coplanar - -

Perpendicular 0.73 0.27

Intermediate 0.97 0.03

Cane

Coplanar 0.76 ± 0.12 0.43

Perpendicular - -

Intermediate - -

Other

Coplanar - 0.97 ± 0.13

Perpendicular - -

Intermediate 0.63 ± 0.14 0.29 ± 0.08

Sangiovese

Simple Spur

Coplanar 0.74 ± 0.06 0.38 ± 0.18

Perpendicular 0.69 ± 0.13 -

Intermediate 0.67 ± 0.10 0.40 ± 0.16

Complex Spur

Coplanar 0.85 ± 0.11 0.50 ± 0.50

Perpendicular 1 1

Intermediate 0.85 ± 0.09 0.13 ± 0.13

Cane

Coplanar 0.33 -

Perpendicular - -

Intermediate - -

Table 4.4: Description of the FPs detected during the DNN testing. NRT: next row trunk;

OC: old cuts.
Class #FP Average Confidence FP (%)

Merlot

Arm 71 0.79 ± 0.16 6.14

Cane 5 0.77 ± 0.04 0.43

Cordon 1 0.71 0.09

NRT 52 0.74 ± 0.23 4.50

OC 20 0.79 ± 0.04 1.73

Sangiovese
Arm 2 0.74 2.00

OC 2 0.83 ± 0.04 2.00
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• Discussion of Experiment 1

The fine-tuned network for PR detection of spur-pruned grapevines was tested on 2 datasets

representative of different cordon ages, cultivars, and growing conditions. The overall recall

values were relatively similar between the 2 datasets with slightly higher detection rates in

Merlot (recall = 0.66) as compared to the younger Sangiovese grapevines (recall = 0.59) (Ta-

ble 4.1). Indeed, it must be considered that despite being collected in different years, both

training and test datasets for the Merlot included grapevines belonging to the same vineyard,

suggesting a higher similarity among the PRs. Conversely, even if referring to whole cordon

RGB images, taken from a greater distance from the plant with respect to the training setup,

the Sangiovese dataset was totally new as part of the life cycle of the model, proving its

consistency. Looking at absolute recall values (Table 4.1), the system is less powerful than

a branch detection model developed in an apple orchard [75] at 70% confidence threshold,

where using pseudo-color images, and pseudo-color and depth images led to 0.84 and 0.89

average recall, respectively. Moreover, PR’s visibility affected the detection process in both

datasets (Table 4.2). The significant difference between the detection rates of visible and hid-

den PRs is due to occlusions, a well-known problem in computer vision and in agricultural

applications that are frequently performed in unstructured environments [76, 108]. Getting

recall scores higher than 0.7 in visible PRs of both the Merlot and Sangiovese testing datasets

is an additional confirmation of the detection model consistency. In addition, the occlusion

problem mainly depending on PR-to-PR, cordon-to-PR, and trellis elements-to-PR interac-

tions could be tackled by having both sides of the canopy scanned by the vision system,

emerging as a relatively easy solution for spur-pruned grapevines where spurs are mainly

localized on the upper side of the permanent cordon (Figure 4.3 (a)).

When analyzing the DCNN sensitivity as a function of different factors such as wood

type, orientation, and visibility, recall rates were massively improved for some specific cate-

gories, with visible intermediate complex spurs showing the highest values in both datasets,

followed by visible coplanar simple spurs (Table 4.3). However, complex spurs represented
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just a minor part of the actual PRs as well as only 13–14% of the annotations in both the

datasets had intermediate orientation, while a larger proportion of actual PRs fell in other

categories such as simple spurs and coplanar orientation (Figure 4.7). In addition, regard-

less of the dataset, the consistency of the detection performances for visible simple spurs

is confirmed by the lower standard error associated with the higher count. The poorer cane

detection might be due to their scarce representation in the training dataset that was created

by including all the PRs belonging to a given number of grapevines irrespective of their dif-

ferent morphology (Figure 4.4). Another interpretation of PR detection results depending

on wood type should consider their complexity. In fact, considering individual canes as a

major element of a pruning region, the model resulted in better detection of the PRs featured

by higher cane numbers suggesting that the DCNN successfully learned how to identify a

pruning region based on such a distinctive trait. On the other hand, the same trend would be

defined if the model would have just more easily detected bigger pruning regions in terms of

encumbrance and area. Similarly, because of the camera orientation considered during the

acquisition campaigns, the OxV interactions resulted in the highest recall values for coplanar

PRs, and lower values were obtained for intermediate and perpendicular PRs. In fact, due to

their cane orientation, coplanar PRs cover a higher image area compared to intermediate and

perpendicular PRs with higher overlapping leading to a higher proportion of occluded pixels

(Figure 4.4). Merlot WxOxV interactions revealed detection performances of specific PRs

(Table 4.3). Although they produce the best detection results (recall = 0.97), visible interme-

diate complex spurs are not discussed here because they are represented by only 2 elements

in the dataset. Considering the most frequent categories with a count higher than 4 (Figure

4.7), with a recall of 0.74, visible coplanar simple spurs were the best-detected pruning re-

gions. In this regard, DCNN consistency was confirmed by similar performances described

for the Sangiovese dataset. Indeed, even though visible coplanar and intermediate complex

spurs were associated with the highest recall (0.85), the most represented visible coplanar

spurs had the second-highest recall (0.74). In fact, there were 55 visible coplanar simple
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spurs while only 10 visible perpendicular complex spurs and 13 intermediate complex spurs

were considered in the testing dataset. The above-mentioned results suggest that the DCNN

performance could be improved by either engineering or agronomic adjustments. First, more

training data might result in better performance of the deep learning model[109]; second, im-

proved canopy management in summer can condition the canopy architecture leading to a

higher proportion of coplanar simple spurs.

The main wrong detection was represented by arms (Table 4.4), the permanent ramifica-

tions growing from the cordon whose number and length might increase over years because

of wrong pruning strategies. As part of the overall project pipeline, this misclassification

could be considered as a correct identification since the PR detection algorithm is expected

to be followed by the segmentation network for analyzing the whole region and recognizing

5 different grapevine organs including arms. However, the arm detection was considered

as an FP because the annotation acting as true data required the inclusion of the whole PR

(Figure 4.3). Due to the overlap between the permanent cordon in the foreground with the

trunks in the background, NRTs were detected by the model as actual pruning regions rep-

resenting the second most frequent FP category. The incorrect detection of NRT might be

decreased by using depth data to filter the image following the study of [110], where a 1.2

m threshold was used to separate apple tree canopies from the background to improve apple

detection. Considering the project pipeline, a higher precision might be pursued; however,

PR detection will be followed by PR segmentation and the exclusion of wrong detections.

Table 4.5: Overall performance of the neural network for grapevine segmentation with an

IoU of 0.5.
Count #TP #FN #FP Recall Precision F1 Score

1359 1069 258 32 0.81 0.97 0.88
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• Results of Experiment 2

The general performances of the segmentation network were described by a recall of 0.81

and a precision of 0.97 with an F1 score of 0.88 (Table 4.5).

The most recurrent GO in the testing dataset was node followed by cane, spur, arm, and

cordon (Table 4.6). FPs related to each class were generally low. The highest recall value

was scored by nodes (0.88), followed by cordon and arms (0.81), while spur and cane classes

revealed a recall of 0.72 and 0.68, respectively. The precision values ranged from 0.96 (node)

to 1 (cordon) with arm and spur segmentations showing intermediate performances.

Table 4.6: Performance measures of the neural network for grapevine segmentation depend-

ing on 5 different grapevine organs with an IoU of 0.5.
Organ Count #TP #FN #FP Recall Precision F1 Score

Cordon 75 61 14 0 0.81 1.00 0.90

Arm 89 71 17 1 0.81 0.99 0.89

Spur 108 77 30 1 0.72 0.99 0.83

Cane 343 229 107 7 0.68 0.97 0.80

Node 744 631 90 23 0.88 0.96 0.92

Total 1359 1069 258 32

Table 4.7: Performance measures of the neural network for grapevine segmentation depend-

ing on canopy management with an IoU of 0.5. C = Control, ST = Shoot Thinning, LP =

Light Pruning.
Treatment Count #TP #FN #FP Recall Precision F1 Score

C 619 493 121 5 0.80 0.99 0.89

ST 590 487 88 15 0.85 0.97 0.90

LP 150 89 49 12 0.64 0.88 0.74

Total 1359 1069 258 32

For canopy management, the most represented category was control (C) with 619 anno-

tations (Table 4.7) followed by shoot thinning (ST) and light pruning (LP) with 575 and 150

grapevine organs to be segmented. TPs were 493 in C, 487 in ST, and 89 in LP with the high-
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est recall values calculated for grapevine organs subjected to ST (0.85), and relatively lower

performances described in C (0.80); moreover the segmentation of the grapevines subjected

to light pruning led to the lowest recall. With only 5 wrong inferences, precision was highest

in C (0.99), with similar responses described for ST organs despite the higher number of

false positives (15). Conversely, although the FPs in LP (12) were relatively similar to ST,

the precision was much lower (0.88).

To investigate if and how vineyard management influences dormant canopy segmenta-

tion, the model was tested against each T × GO combination (Table 4.8). In C cordons, 24

TPs and 6 FNs out of the 30 annotations resulted in a recall of 0.80. Therefore, the F1 score

was 0.89. Arm segmentation was described with higher recall (0.87) and F1 score (0.93),

while the model resulted in poorer performance to identify spurs (0.72 recall and 0.84 F1

score) and canes (0.64 recall, 0.78 F1 score) characterized by a higher number of annota-

tions (169). No FPs were counted in these grapevine organs, giving a precision of 1. The

node class had the highest recall (0.89) having 296 TPs and 37 FNs. The model returned 5

wrong classifications (FPs), lowering precision to 0.98 and limiting the F1 score to 0.93.

As expected, ST showed a lower count than C for annotated canes and nodes, and a

similar number of annotated elements for cordons, arms, and spurs. When compared to C,

in ST grapevines the recall values increased for cordon (0.91), spur (0.77), and cane (0.76)

with no or minor changes for nodes (0.89) and arms (0.85), respectively. Although correct

inferences in ST proportionally increased as compared to C, the model errors also increased

affecting the precision for most of the classes such as arm, cane, and node, showing the

following values: 0.97, 0.94, and 0.97, respectively (Table 4.8).

The light pruning (LP) presented a lower number of annotated GO (Table 4.8). In most

cases, FNs were similar to, or higher than TPs. This condition was mirrored by the perfor-

mance metrics such as recall and F1 score revealing the lowest values within the experiment.

Both the recall and F1 scores identified poor segmentation performances for arms and spurs

(0.33 and 0.38 recall, respectively), and higher sensitivity for node detection (0.76 recall).
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Precision was mostly affected by count varying between 0.75 (spur) and 1 in the case of

cordons and arms where no FPs were detected.

Several elements belonging to the grapevine or to the surrounding environment were as-

sociated with wrong predictions such as arms, spurs, canes, and nodes (Table 4.9). Nodes

were the most wrongly attributed class since 3.6% of the inferences were FPs. The second

most frequent incorrect class attribution concerned canes (3.03%), while wrong segmenta-

tion of arm and spurs was limited to 1.39% and 1.28%, respectively.

Table 4.8: Performance measures of the neural network for grapevine segmentation depend-

ing on canopy management and grapevine organs with an IoU of 0.5. C = Control, ST =

Shoot Thinning, LP = Light Pruning.
Treatment Organ Count #TP #FN #FP Recall Precision F1 Score

C

Cordon 30 24 6 0 0.80 1.00 0.89

Arm 39 34 5 0 0.87 1.00 0.93

Spur 43 31 12 0 0.72 1.00 0.84

Cane 169 108 61 0 0.64 1.00 0.78

Node 338 296 37 5 0.89 0.98 0.93

ST

Cordon 34 31 3 0 0.91 1.00 0.95

Arm 41 34 6 1 0.85 0.97 0.91

Spur 56 43 13 0 0.77 1.00 0.87

Cane 141 103 32 6 0.76 0.94 0.84

Node 318 276 34 8 0.89 0.97 0.93

LP

Cordon 11 6 5 0 0.55 1.00 0.71

Arm 9 3 6 0 0.33 1.00 0.50

Spur 9 3 5 1 0.38 0.75 0.50

Cane 33 18 14 1 0.56 0.95 0.71

Node 88 59 19 10 0.76 0.86 0.80

Total 1359 1069 258 32

• Discussion of Experiment 2

The current study allowed the fine-tuning and testing of a novel DCNN for grapevine organ

identification at 0.5 IoU and 0.7 confidence resulting in the following performance metrics:
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Table 4.9: Description of the FPs detected during the testing of the neural network for

grapevine segmentation with an IoU of 0.5.
Detected Class True Class Count Confidence (Mean) FP (%)

Arm Cane 1 0.91 1.39

Cane Other object 3 0.89 1.29

Cane Arm 2 0.95 0.87

Cane Other grapevine organ 2 0.96 0.87

Node Other object 11 0.97 1.71

Node Arm 2 0.99 0.32

Node Other node 7 0.98 1.10

Node Other grapevine organ 3 0.99 0.47

Spur Other grapevine organ 1 0.99 1.28

Total 32

recall of 0.81 and a precision of 0.97 (Table 4.5). As already mentioned about PR detection,

the current results suggest that assuming lower confidence would increase the network sen-

sitivity towards the grapevine organs’ identification; as a matter of fact, the general improve-

ment of the detection process would lead to an increased recall at the expense of precision

because of the higher number of inferences (TP and FP) regardless of their correctness (Table

4.5). When considering its sensitivity in detecting the 5 organ classes featuring the grapevine

canopy over winter, the DCNN resulted in different performances as reported in Table 4.6.

With a recall of 0.88 (i.e. 88% of the specific annotations identified), nodes were the best-

detected class showing an important improvement on previous results reported by Dı̀az et

al. [78] that processing RGB images through computer vision and machine learning algo-

rithms identified grapevine buds with a maximum recall of 0.45. Because of the grapevine

structure, nodes were the most represented class in the test dataset (Table 4.6). The higher

number of nodes in each training image can explain why they are the best-segmented class.

Consequently, further improvement of the current DCNN version work will consist in pro-

viding more training examples of the under-represented classes such as cordons, arms, and

spurs to have a more balanced dataset and consistent results among the 5 classes. In addition

to the different abundance of training data, the heterogeneous performances describing our
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segmentation process can be explained by the different GO sizes (i.e. thickness and width)

characterizing a grapevine canopy over dormancy. Data reported in Table 4.6 describe a

higher segmentation rate for bigger organs such as cordons and arms (recall = 0.81) while

spurs were less detected (recall = 0.72) because of their thinner structure. The importance

of the size of target organs is also confirmed when comparing segmentation performances

described for arms and spurs; indeed, because a spur might be considered as the natural

continuation of an arm, and the ratio between their count approaches 1 in both training and

test datasets, the higher detection described for the arms might depend on the more complex

structure characterizing a permanent organ older than 2 years as compared to a 2-year-old

spur [84]. Canes, despite being the worst detected organ, by the present algorithm (recall =

0.68) were associated with a higher recall value compared to the results reported by Botter-

ill et al. [50] with the 2D cane detector (0.49). The generally worse segmentation results

obtained for spurs and canes can be linked to the higher probability of getting occlusions.

Bigger and isolated organs such as cordons and arms are much less subject to occlusion than

spurs, relatively thin and short elements surrounded by canes, and canes which are often

crossing each other or self-occluding [50]. Precision values in Experiment 2 are signifi-

cantly high because of the low number of false positives for each of the five classes.

Canopy management greatly affected the segmentation results showing the best detec-

tion performances in ST grapevines where only one shoot per node was kept (Table 4.7).

Consequently, an ST canopy has fewer elements to be detected, fewer potential occlusions,

and a more standardized canopy that leads to better results when applying computer vision

algorithms. However, the three treatments revealed different results in terms of GO segmen-

tation (Table 4.8). Despite slightly improving the overall performances, C followed the same

ranking already described in Table 4.6 with recall values decreasing in the following order:

node>arm>cordon>spur>cane. Segmentation of ST canopies revealed the highest recall

values; specifically, cordons (0.91) were followed by nodes (0.89) and arms (0.85). Node

segmentation is described by the same recall value. The reason recall does not decrease in
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C treatment is probably due to a lower frequency of occlusion since nodes could only be

masked by very thin organs such as canes. In parallel, nodes were successfully segmented

also in LP because their morphology did not differ among treatments, while segmentation

performances dramatically decreased for the other organs in response to altered growth pat-

terns and PR’s morphology induced by highly variable spur length. Shoot thinning is a

summer pruning technique reducing disease pressure, and improves canopy microclimate,

vine balance, and grape quality to increase the sustainability of viticulture [95]. Moreover,

this practice allows more efficient shoot positioning in VSP-trained vines due to the reduced

shoot number, making the management of their growth direction and orientation easier and,

in turn, facilitating winter pruning operations. ST becomes a quite promising practice in

vineyards that will be subjected to automated robotic pruning because of the following rea-

sons: (i) better performances of perception modules such as PR detection and GO segmen-

tation due to the increased proportion of simple spurs and limited frequency of occlusions;

(ii) better performances of the manipulation module, by facilitating the motion planning to

reach cutting points as well as the end-effector operability; (iii) a significant decrease in cut

number per meter of row impacting on robot capacity. On the other hand, such a key role

assumed by canopy management supports the idea that, to reach their maximum efficiency,

robotic solutions in agriculture need to be coupled with a “robot-ready” orchard [111, 112].

The segmentation network detected few FPs as compared to correct inferences (Table

4.9). The most recurring error consisted of labeling as a node the Other objects such as a

variety of small, round, and point-like objects of the image background. The segmentation

of “other nodes” as “nodes” mainly included blind buds at the base of longer spurs retained

in LP treatment (Figure 4.5 (c)). Due to acrotony, distal shoots of an upward spur show

preferential growth during the season, inhibiting bud breaking of the lower nodes that lose

the possibility to develop new shoots in the next season even if keeping a relatively similar

morphology [113]. The risk associated with this segmentation is that if the old nodes were

counted as real, a pruning algorithm could schedule a wrong cut, targeting a spur instead of
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a cane.

4.2 Pruning Poses Generation

4.2.1 Potential Pruning Points Localization

Finding the desired potential pruning points requires an additional processing layer after

receiving the inference generated by the trained neural network. The approach we take is to

build a processing layer that interprets this inference by identifying the connections between

the different segments [114]. The data structure used to host these data is a five-class graph,

Table 4.10: Relationships between the different types of organs.

Parent Organ Type Children Organs Types

Cordon Arm, Spur, Cane

Arm Spur, Cane

Spur Cane

Cane Node

with the grapevine cordon as the root element, as shown in Figure 4.9. Then, there are

arms or spurs connected to the cordon, and canes are connected to spurs or to the cordons.

The leaf elements of the graph structure are nodes. The important concept that we want

to analyze is the relationship between canes, and nodes on the canes and canes and spurs

within a pruning region, in order to obtain accurate pruning points. There are five sets of

connections in the graph structure, ”cordon to arm” relating the cordon to its connected arm,

”cordon to spur” relating the main cordon to its connected spur, ”spur to cane” relating the

spur to its connected cane, the ”arm to spur” set, relating the arm to its connected spurs, and

the ”cane to node” set relating each cane to its connected nodes. Based on the new five-class
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categorization, we defined a new set of more specific and stricter relationships between the

different types of organs, to create the new plant model, listed in Table 4.10.

(a) (b)

Figure 4.9: The data structure of grapevine graph: (a) grapevine structure with four classes,

where the spur is directly connected to the cordon; (b) grapevine structure with five classes.

Figure 4.10 presents an example of a created plant graph Figure 4.10 (c) overlaid on the

segmentation output Figure 4.10 (b). This five-shaped graph connects the various grapevine-

inferred items, showing the topographical structure of the plant. Each grapevine item consists

of a unique identifier number, bounding box coordinates, score, segmentation mask, class

identifier, class name, class color, item color, center, thickness, distance from the parent,

depth, and parent. This item is based on the common aspects of the neural network classes

and extended depending on the class, where the cordon contains a list of arms or spurs, where

canes grow on it, and canes are sorted by their distance to the parent, and the canes have a

list of nodes, sorted using the same metric. In the end, the graph’s root node is the cordon

item.

Based on such a structure, the pruning point localization can be carried out after the

structure has been established. Each pruning scheme is described by a feature vector of
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(a) (b) (c)

Figure 4.10: An output example of potential pruning points generation: (a) raw image col-

lected in the vineyard; (b) segmentation output, where purple represents the cordon class,

green the node arm class, red the spur class, orange the cane class, and light blue the node

class; (c) graph connection schematic with potential pruning points marked with red points.

appropriate attributes of the canes that will be kept (length, position, the angle from the

head, distance below wires, and whether they grow from the head, the trunk, or another

cane). Currently, we have adopted a crude approach for detecting potential pruning points,

which are points on canes that locate between two nodes of the same cane, or on the top cane

located between the bases of two canes growing from the same spur. An example of this

can be seen in Figure 4.10 (c), indicated by the red markers. As described in Chapter 3, by

default, a potential pruning point (−→pp) is the midpoint between two of the node points, the

second node −→p2 and the third node −→p3 on a basal cane, or bases of two canes −−−→pbase1 and −−−→pbase2.

For localizing the final pruning point, we decided to select the pruning point located above

the second node on the basal cane:

∀ (−→p2 ,−→p3)
−→pp =

−→p2+−→p3
2

(4.6)

and the pruning point located on the top cane between the bases of two canes on the same

spur:

∀ (−−−→pbase1,
−−−→pbase2)

−→pp =
−−−−→pbase1+

−−−−→pbase2
2

(4.7)
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Due to the possible curvature of the canes, it may happen that this midpoint is not con-

tained in the cane mask, and if this happens, the point is moved to a point inside the mask.

4.2.2 Geometry-Based Pruning Orientation Generation

Robotic pruning must choose the best direction from which to approach the pruning points

to minimize occlusion and avoid obstacles that might interfere with the detection along the

approach. So, based on the pruning points generated in the previous section, an orientation

is needed to form a pruning pose. Given a point cloud and a description of the geometry

of a robotic end-effector, the main problem concerning the pruning poses generation is to

identify the shears configuration from which a pruning would be formed if the shears were

to enclose the target pruning point. Pose generation is an important part of the grapevine

robotics pruning pipeline. Estimating the pruning poses in a clustered environment is very

challenging and prone to error. For grapevine winter pruning, most of the pruning points

are near the cordon body and vine head, causing a narrow space between the canes, which

complicated the problem.

We here adopt a geometric-based approach to analyze the pruning orientation. In order to

describe the orientation more conveniently, we use the axis–angle representation of rotation.

Based on the geometric features of the local point cloud of the pruning region, firstly, we run

the k nearest neighbor (KNN) [115] clustering algorithm to extract the local feature regions

of the pruning point and then use the principal component analysis (PCA) [116] algorithm

to extract the three main directions of its three-dimensional projection to find its optimal

directions toward pruning point. The Rayleigh Quotient is used to solve the maximum and

minimum values of the projection variance in PCA to obtain the projection principal vector

[116]. The minimum value of the projection variance means that there is less information

in this direction indicating fewer obstacles, so we use this eigenvector as the axis target at

the pruning region. In order to perform the cut correctly. A rotation angle (φ) of blades is
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computed taking into account the slope angle between the straight line connecting the two

points and the horizontal direction of the cane. Combined with the rotation angle of the

pruning tool generated previously, we can finally get the complete orientation in axis–angle

representation, then form the target pruning pose, as shown in Figure 4.11.

δx,y = p2x,y − p3x,y

φ =


0, if δx = 0

π
2
, if δy = 0

arctan δy
δx

− sign δy
δx

∗ π
2
, otherwise

(4.8)

(a) pruning pose for top cane 1 (b) pruning pose for top cane 2 (c) pruning pose for top cane 3

(d) pruning pose for basal cane 1 (e) pruning pose for basal cane 2 (f) pruning pose for basal cane 3

Figure 4.11: Examples of pruning pose generation.
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4.3 Conclusion

This chapter describes (i) a methodology for data acquisition and annotation, (ii) a neural

network fine-tuning for grapevine segmentation, (iii) an image processing-based method for

creating the representative model of grapevines, starting from the inferred segmentation, and

(iv) potential pruning pose generation, based on the plant model which is a simplification of

the grapevine structure and its geometric features.

The major steps in the perception pipeline involve acquiring static images from the de-

tection position, creating an object segmentation dataset where the primary object is the

grapevine in a dormant season scenario, training a neural network for object segmentation,

and generating the potential pruning points, which can be done by analyzing the network

inference, connecting the different grapevine organs to each other in a graph-based structure

that allows the generation of the desired potential pruning points on a spur-pruned grapevine.

We presented a novel method to create a 5-class grapevine data structure, based on grapevine

semantic segmentation, containing the topographical and geometrical information between

the different grapevine organs. Based on the obtained 5-class grapevine structure and pruning

rules, we are able to generate potential pruning points. Then, combined with the local geo-

metric structure information of the vine around the pruning point to generate an approaching

orientation, we finally obtained the pruning pose.
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5 Motion Planning for Pruning Points

Approaching

Once target potential pruning points are localized by the perception module and then con-

verted to 3D pose estimates of the pruning locations, the robot plans to approach the pruning

points. The precise pruning of a grapevine is a challenging problem due to the limitations

of available electric shears for robotic use and the inherent difficulties of planning pruning

operations (i.e. approaching the target object, positioning the shear, setting the correct blade

inclination,...). In spur-pruned cordons, The majority of pruning points are located near the

cordon body. In addition, many canes grow out of or near the vine head, which makes it

a dense area for the pruning manipulator. However, this condition is much more recurrent

for long-cane trained grapevines (i.e. Guyor system) while in the case of mature cordons is

much less common. The narrow space between adjacent canes may cause manipulator colli-

sions with canes when executing pruning tasks. Pruning robots may be damaged since these

areas are typically stiff and inflexible. Therefore, it must be highly manipulative to avoid

collisions with the vine cordon, trunk, head, and canes. Otherwise, the collision can hurt

the dormant buds, hence impacting vine growing and fruiting negatively. Moreover, robot

components may impact vineyard trellis parts such as posts, stakes, wires, and other com-

ponents. All of them may oppose different resistance to the end-effector depending on size,

thickness, and type of materials including wood, metal, plastic, and concrete [94]. Due to the
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complexity of this manipulation problem, it is usually formulated as a manipulator motion

planning problem and tackled. While manipulator motion planning aims at approaching the

target pruning points and avoiding obstacles in the scene.

5.1 Planning Framework for Pruning Points Approaching

5.1.1 Design of Planning Framework for Pruning Points Approaching

The grapevine winter pruning planning framework we proposed is ”Three-phase Approach

Planning” (TAP), where the path of the end-effector to the end goal pose is divided into

three discrete sets of trajectories for three subtasks (as Illustrated in Figure 5.1, moving from

home pose to detection pose, then to pre-pruning pose and finally to pruning pose). Firstly,

the manipulator moves to the detection pose, where we use the eye-in-hand camera to run

the perception pipeline as described in Chapter 4 to generate a target pruning pose. Moving

between different poses requires complex joint movements to ensure a collision-free path.

Currently, there are many path planners available that can solve the problem of path planning

in a complicated configuration space of a robotic manipulator. Commonly, the effective path

planners that can fast-search any complicated configuration space are sampling-based, e.g.,

Probabilistic RoadMap (PRM) [117], Rapidly-Exploring Random Tree (RRT) [118] or their

modifications [119], which even consider robot dynamics. These algorithms require the

following three functions: (i) a collision detector checks a set of joint angles to determine

whether the robot will collide with itself or with objects in its environment; (ii) an inverse

kinematics solver, which calculates sets of joint angles, putting the robot’s end effector in

a particular pose; (iii) a local path planner, which tests whether a path between two points

that are nearby in configuration space is collision-free. The local path planner works by

interpolating configuration points between the two points, and collision-checking each in

turn. We take advantage of the STOMP (Stochastic Trajectory Optimization for Motion
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Planning) [120] solver to compute the trajectory corresponding to the desired start and end

poses. If these optimizers of STOMP fail, we fall back to the RRT-Connect algorithm [121]

to generate a plan from scratch. We use the RRT-Connect implementation from the Open

Motion Planning Library [122].

Figure 5.1: Illustration of three-phase approach planning.

Once the poses of the pruning locations were computed, the second phase is to plan the

path of the end-effector to the pre-pruning point. The pre-pruning location is a waypoint of

the overall approaching path, which is 1.5 cm ahead of the pruning location. The approach
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Figure 5.2: The success and failure regions for the electric pruning shear. These are used to

query if the cane has entered (or missed) the shear’s jaws.

routine moves the shears following the curve generated by quintic polynomial interpolation

toward the pre-pruning point. We compute the desired linear and angular velocities using a

velocity-based whole-body controller, which will be described in the following subsection,

to navigate the end-effector to approach the pre-pruning point. The second phase ends when

the robot tool-center-point (TCP) reaches the pre-pruning location while guaranteeing target

pruning locate at the “success” region of shears (as shown in Figure 5.2).

Next, in the third phase, the robot shears push forward by calling the learning-based

impedance controller, which will be described in Chapter 6, to enclose the target pruning

point and then execute the cutting option. Afterward, the robot returns to the detection pose,

followed by a stagnation period, and then approaches the next spur. Currently, the order is

arbitrary, but in the future, we will optimize the order for speed. Finally, the robot checks

whether the whole plant has been pruned. If all pruning is completed, the manipulator will

return to the home pose, and then navigate to the next plant. Figure 5.3 shows a flowchart

illustrating the process of spur detection and moving the shears to the desired pruning points

on the grapevine.

Remark 3 Because leg whole-body manipulation is outside the scope of this study. We only

perform motion planning for the manipulator in the second planning phase while using the
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Figure 5.3: Execution flow chart of the pruning system. At each vehicle location, we first

initialize the system to its home state. We then alternate between two steps: moving to the

next grapevine and detecting pruning points, followed by operating on each of the detected

pruning points.

HyQReal-Kinova platform in the vineyard, using the same method as in the first planning

phase.

5.1.2 Environment Modeling for Collision Avoidance

Several robotic applications require a 3D model of the environment, which is a key pre-

requisite for grapevine winter pruning. The grapevine to be pruned and the surrounding

trellis structure, are modeled using an OctoMap [123]. Octomap is an octree-based 3D map

creation tool that can display complete 3D graphics including unobstructed and unmapped

areas, and sensor data based on occupancy grids can be fused and updated in multiple mea-

surements. This approach uses an efficient data structure based on octrees that enable a
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compact memory representation and multi-resolution map queries.

Octree

The octree structure is a data model first proposed by Dr. Hunter in 1978 [124]. The octree

structure divides the geometric entities of the three-dimensional space into voxels, and each

voxel has the same time and space complexity. Divide to form a direction graph with a

root node. In the octree structure, if the divided voxels have the same attributes, the voxel

constitutes a leaf node; otherwise, continue to divide the voxel into 8 children. The cube is

divided sequentially, and for a spatial object of size (2n×2n×2n), it can be divided up to n

times, as shown in the following Figure 5.4:

Figure 5.4: Octree structure.

Octomap

The grapevine to be pruned and the surrounding trellis structure are modeled using an Oc-

toMap [123], i.e. a 3D occupancy grid, constructed from point cloud data from the cam-

era, with the following listed features. We currently use data from a single point cloud of

grapevine to form OctoMap (illustrated in Figure 5.5). In general, the framework is agnostic

to obstacle representation and any convenient representation can be used.
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Figure 5.5: Scene representations during the experiments: an image from the simulation

showing the OctoMap representation of the tree system.

• Full 3D model. The map is able to model arbitrary environments without prior as-

sumptions about them. The representation models occupied areas as well as free

space. Unknown areas of the environment are implicitly encoded in the map. While

the distinction between free and occupied space is essential for safe robot navigation,

information about unknown areas is important, e.g., for autonomous exploration of an

environment.

• Updatable. It is possible to add new information or sensor readings at any time.

Modeling and updating are done in a probabilistic fashion. This accounts for sensor

noise or measurements which result from dynamic changes in the environment, e.g.,

because of dynamic objects. Furthermore, multiple robots are able to contribute to the

same map and a previously recorded map is extendable when new areas are explored.

• Flexible. The extent of the map does not have to be known in advance. Instead,

the map is dynamically expanded as needed. The map is multi-resolution so that, for

instance, a high-level planner is able to use a coarse map, while a local planner may

operate using a fine resolution. This also allows for efficient visualizations which scale
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(a) (b)

Figure 5.6: Planning scenes with OctoMap: (a) planning scenes of Rolling Panda; (b) plan-

ning scene of HyQreal-Kinova.

from coarse overviews to detailed close-up views.

• Compact. The map is stored efficiently, both in memory and on disk. It is possible to

generate compressed files for later usage or convenient exchange between robots even

under bandwidth constraints.

The preprocessed and adjoined point cloud is fused into a memory-efficient, probabilistic

octree-based scene representation that allows for change detection. We compute the forward

kinematics for the entire robot along the kinematic chain and reuse intermediate results be-

tween different collision checkpoints. Adding more collision checkpoints does therefore not

introduce a significant overhead. The full kinematic configuration of the robot is checked

against 3D collisions in a dynamically-built OctoMap in an efficient manner. The planning

sense is shown in Figure 5.6.
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5.1.3 Whole-Body Stack-of-Tasks Control Strategy

Grapevine winter pruning tasks can be accomplished with a mobile manipulator and extends

the manipulability and operational space by combining the strengths of the mobile base

and manipulator. Two approaches have been investigated. One is a centralized approach,

where the loco-manipulation system and the manipulator are seen as unique entities. The

motion planner and the controller are then designed for the complete kinematic and dynamic

models. The other approach considers the arm separately from the locomotion system. To

automate the grapevine winter pruning, a hierarchical control formulation based on multi-

task scheduling has been designed for whole-body motion planning.

This combined, more complex structure creates motion planning and control issues due to

the high redundancy and versatility of mobile platforms [125]. Previously, the mobile base

and manipulator could be considered to be two separate subsystems [126, 127, 128, 129].

Wrock et al. created an automatic switching scheme that used teleoperation methods to

achieve decoupled mobile manipulator motion. The decoupled motion refers to a motion

pattern in which the mobile base maintains steadfast while the manipulator is operated or

vice versa. This pattern is able to provide excellent precision tracking precision, but this

takes somewhat longer to complete the task because tracking must be halted during motion.

Coordinated movement of the manipulator and mobile base [68, 130] is required to fully

utilize the strengths of the mobile base and manipulator and boost efficiency.

De Luca et al. [131] put forward a comprehensive theory to cope with modeling and

redundancy resolution for non-holonomic mobile manipulators. A multi-task whole-body

regulating strategy based on velocity control was proposed by Li et al [132] for a highly

redundant mobile manipulator. The end effector of the mobile manipulator follows the pre-

defined trajectory while scheduling low-priority control primitives by using null-space pro-

jection. To obtain the inverse kinematics, Roberto et al. [133] provided a systematic mobile

manipulator solution that included a selection of redundancy parameters. The solution was
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capable of managing collision avoidance, motion restriction, and dexterity enhancement.

In this subsection, a whole-body motion controller enhanced by hierarchical tasks that

can regulate a non-holonomic mobile manipulator for grapevine winter pruning is proposed.

The desired trajectory in task space is arranged as the top-priority task and is created by

using quintic polynomial programming. Contradictions between the primary tasks and the

constraint tasks are processed within the stack-of-tasks (SoTs) framework [134, 135, 136] by

appropriately establishing a priority planning to all considered tasks and then ensuring that

the lower priority tasks are able to project into the null space of the higher-priority tasks.

Joint Limits

While performing the joint-limits avoidance as one of the subtasks, we would like to keep

the manipulator as far as possible from its joint limits. Thus, in the case of avoidance of the

joint limits [137], the performance criterion can be written as to maintain the manipulator as

close as possible to the mid-joint position ξ̄:

V = min
ξ

1

2

∥∥ξ − ξ̄
∥∥2

W
(5.1)

where W = diag(w). The setting of the weighting vector w of Equation (5.1) is very

important. If w is too small, the redundant displacement may not be sufficient to avoid the

joint limits; if w is too large, the redundant displacement may produce high joint velocities.

Therefore, w is usually set based on trial and error.

Manipulability

Robot manipulability refers to the manipulating ability of a robot within the task space, and

it is used as an indicator to avoid robot singularity. As it is well-known the manipulability

measure gives a scalar representation of the gain between joint velocities ξ̇ and task veloc-

ities ẋ, and, consequently, measures the ability of the robot to move its end-effector, or,
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equivalently, the distance from a singular configuration, i.e., a configuration ξ̇ for which the

Jacobian is ranked deficient. Singularities occur when a robot loses control in one or more

configurations, and they ought to be prevented when planning and controlling robot motion.

The further the Jacobian determinant is from zero, the further the robot is from the singular-

ity. Hence, the Jacobian determinant could be a good measure of the robot’s manipulability.

Yoshikawa has defined the measure of manipulability as in Equation (5.2) [138], The ma-

nipulability calculation has been widely used and proven to be an effective way to keep

robots away from singular configurations among several methods [139]. The manipulability

measurement is defined as:

ωm (ξ) =
√
det

(
Jξ (ξ) J⊤

ξ (ξ)
)

(5.2)

Null-Space Projections for Multi-Tasks Regulation

Robots with redundancy (particularly high redundancy) can deal very effectively with con-

strained tasks in the Cartesian space. The redundant self-motion can simultaneously fulfill

both, the higher-priority task and the additional low-priority constrained tasks.

The task-space augmentation principle incorporates a constraint task that must be per-

formed simultaneously with the end effector task. In this instance, an incremental Jacobian

matrix is constructed, the inverse of which yields the targeted joint velocity solution [140].

The relation between the i-th configuration coordinate vector ξi and the i-th Cartesian space

task vector xi is as follow:

ẋ = Jξ ξ̇ (5.3)

The generalized Moore-Penrose pseudo inverse J+(q) is used since the inverse of the

nonsquare (analytical) Jacobian Jξ does not exist in the redundant case. Null-space projec-
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tion, for example, can be used to complement optimization criteria for redundant self-motion,

resulting in the relation:

ξ̇ = J+
ξ ẋξ +

(
I − J+

ξ Jξ
)
ξ̇0 (5.4)

The expression (I − J+
ξ Jξ) denotes the orthogonal projection into the null space of Jξ,

and ξ̇0 is an arbitrary joint-space velocity satisfying augmented constraint tasks; hence, the

second element of the solution is, therefore, the null-space velocity.

Whole-Body Planning Experiment

The following subsections illustrate the detailed experimental setup and robotic system spec-

ification. The overall paradigm of the experiment is shown in Figure 5.7.

• Grapevine Winter Pruning Points Approaching

Figure 5.8 gives an intuitive and graphical illustration of the correct pruning points. The

whole-body controller generates a trajectory to approach the target pruning point using quin-

tic polynomial interpolation programming [141]. The planned trajectory is defined as fol-

lows:

Px(t) = c0 + c1t+ c2t
2 + c3t

3 + c4t
4 + c5t

5

Pv(t) = c1t+ 2c2t+ 3c3t
2 + 4c4t

3 + 5c5t
4

Pa(t) = 2c2 + 6c3t+ 12c4t
2 + 20c5t

3

(5.5)

where Px, Pv, and Pa respectively correspond to the position, velocity, and acceleration in

Cartesian space. Therefore, Equation (5.5) can be rewritten as:
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Figure 5.7: Overall paradigm of the whole-body control framework for grapevine winter

pruning experiment.
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where xs, vs, and as correspond to the position, velocity, and acceleration of the interpo-

lation initial point respectively, and xe, ve and ae correspond to the position, velocity, and

acceleration of the interpolation end point respectively.

Constraint task 1: Singularities occur when a robot loses control in one or more con-
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Figure 5.8: Correct grapevine winter pruning points are marked with red dots.

figurations, and they ought to be prevented when planning and controlling robot motion.

Since singularities have no effect on the location of the mobile base, only upper manipu-

lator configurations will be considered in this hierarchical control formulation. The term

”manipulation” refers to the ability to manipulate something and the measurement is defined

as

ωm (ξc1) =
√
det

(
Jξ (ξc1) J⊤

ξ (ξc1)
)

(5.7)

When the manipulability measurement is increased, the manipulator will move away

from singularities. The following equation can be used to determine the corresponding joint

inputs:

ξ̇c1 = k0

(
∂ωm (ξc1)

∂ξc1

)⊤

(5.8)

where k0 is a positive gain.

Constraint task 2: Joint limits are physical constraints on robots that must be carefully

considered in order to avoid damaging the robotic system. Certainly, only the upper manipu-

lator joints have physical limitations. All joint angles are restricted to a certain range, which
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Table 5.1: Joint limits of Franka Emika.
joint 1 joint 2 joint 3 joint 4 joint 5 joint 6 joint 7

qiM/rad 2.8973 1.7628 2.8973 -0.0698 2.8973 3.7525 2.8973

qim/rad -2.8973 -1.7628 -2.8973 -3.0718 -2.8973 -0.0175 -2.8973

is listed in Table 5.1. To avoid joint limits, the artificial potential field technique [142] is

used to compute the distance between the ith joint and its limits.

We also detect if the configuration approaches a joint limit or falls below a given manip-

ulability threshold, in which case we terminate the approach;

di = min (∥γi − γli∥ , ∥γi − γui∥) , (5.9)

where γi is joint angle of the i-th joint, γ11 and γul are the lower and upper joint boundary of

the i-th joint, respectively.

The i-th joint’s ”repulsive velocity” is defined as follows:

ξ̇i,c2 =

 kid
2
i , di ⩽ γstart

0, di > γstart

(5.10)

where ki denotes a positive gain, and γstart denotes the minimum distance to be free of repul-

sive force.

So far, we have modeled the main task (Rolling Panda’s end effector approach grapevine

winter pruning point ) and low-level tasks (constraint task 1 and constraint task 2) at the

velocity level. The application of mull-space projection technology is able to project con-

strained tasks to the null space of the main task so that the robot can perform these tasks

simultaneously and ensure the priority of the tasks.
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Figure 5.9: Experimental snapshots for grapevine winter pruning point approach using the

whole-body controller.

• Results and Discussion

The proposed whole-body controller for the Rolling Panda can deal with grapevine prun-

ing tasks while satisfying singularity avoidance and joint limitation avoidance, as shown in

Figure 5.9. The main task is to move the end-effector along the direction of the z-axis to

approach the pruning point and then rotate around the Roll-axis to match the orientation of

the pruning point. When the target pruning point is given, the whole-body controller can

control the overall coordinated movement of the robot to reach the pruning point smoothly.

5.2 Experiment

5.2.1 Experimental Setup

We set up a mock trellis system in a laboratory environment using metal supports to support

the vine we got from the simulated vineyard at UCSC, Piacenza, Italy (see Figure 5.10) to

compare our planning policy (Three-phase Approach Planning) with a ”baseline planner”

in a physical environment. For comparison, we used a ”baseline planner” that sequences

cut points based on Euclidean distance in the workspace and plans trajectories using the

Open Motion Planning Library [122], which is a single-phase approach planning. Goal

configurations for each approach pose are determined greedily at plan time by choosing the
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closest IK solution to the current robot configuration. This setup is based on the structure

found in modern vineyards. We then affixed two real unpruned grapevines to the base of the

frame. This gives the grapevines compliance properties similar to those found in an actual

vineyard. We identified 15 viable pruning target points, including 10 ”basal cane cut” and 5

”top cane cut”. In total, for each Planner, we ran 120 trials, corresponding to 8 trials each for

15 target points.

The planning algorithm ran on a laptop with a core-i7 processor 1.8 GHz with 32 GB

RAM. The Franka robot was limited to 0.1m/s end-effector velocity for safety. The obstacle

model used as input to the planner was given by a 3D model from an RGB-D camera using

Octomap. The minimum voxel size for the OctoMap was 0.5 cm.

Figure 5.10: Our experimental testbed consists of two grapevines affixed to a trellis system.

5.2.2 Evaluation Criteria

At the end of each approach attempt, the following measures were registered: the result

of the attempt (success/failure, by checking if target pruning points locate at the success

region of pruning shear) and the reason for any attempt failure (collision, planning failure,

or lost pruning point from sight during motion). For each pruning point, additional measures
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were registered: the approach cycle time. The approach cycle time is the time it takes from

when the robot starts moving to the first waypoint until it has been marked as reachable or

unreachable.

• Cycle time. Defined as the average pruning points approach cycle time for the multiple

approach strategy (detection time is excluded) [47].

• Ratio of reachable canes in each approach strategy. Allows a comparison between

the success ratio of each approach strategy.

• Approach attempt failure ratio. Provides insights into the reasons an approaching

attempt fails and the frequency at which failures occur.

5.2.3 Results and Discussion

This section presents the design, evaluation, and practical application of a three-phase plan-

ning framework for the task of approaching target pruning points and avoiding colliding with

their branches.

We evaluated the performance of an end-to-end pruning system in terms of accuracy

(if the potential pruning point falls in the ”success” region of shears), and execution time.

For comparison, we used a “baseline planner” that sequences cut points based on Euclidean

distance in the workspace and plans trajectories as our method does, but with no prior tra-

jectory information. Goal configurations for each approach pose was determined greedily

at plan time by choosing the closest IK solution to the current robot configuration. Each

experiment involved 15 selected pruning points, including 10 ”basal cane cut” and 5 ”top

cane cut”. In total, for each Planner, we ran 120 trials, corresponding to 8 trials each for 15

target points.
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Approach Strategies Cycle Time and Success Rate Comparison

Table 5.2 shows results averaged within each of the ten experiments of basal cane cut. Three-

phase Approach Planning (TAP) executed higher approach accuracy than the baseline plan-

ner (83.75% versus 67.50% success). Although TAP took longer to execute (12.14 s versus

10.06 s), the TAP framework can decompose the planning task which ensures the pruning

point is always in the center region of the robot’s workspace and improve the success rate of

the final pruning point approach by reducing the impact of kinematic miscalibrations. Be-

cause keeping the target point in the center of the workspace as much as possible will reduce

the error caused by parameter linearization in kinematics calibrations. Besides, the obstacle

avoidance task could be completed at the early stage of the whole process, due to the phased

planning strategy. After that, whether the shears can enclose the target pruning point mainly

depends on whether the pruning point can be successfully landed in the ”success” region.

Table 5.3 showed results averaged within each of the five experiments of pruning points on

spurs. Three-phase Approach Planning (TAP) executed more successful approaches than

the baseline planner (55% versus 27.5% success). Similarly, due to phased planning, the

Three-phase Approach Planning (TAP) decomposes the planning task and improves the suc-

cess rate of the final pruning point approach, but at the cost of more time spent executing

trajectories (14.75 s versus 24.39 s). Overall, the pruning approach of ”top cane cut” is

more difficult than the pruning approach of ”basal cane cut”. Because the shape of the spur

is more complex and requires higher manipulability to approach, the target pose generated

by the perception system is not always feasible for ”top cane cut”. In addition, to realize

the ”top cane cut”, it is necessary to engage the spur into the pivot point of the shears in a

narrower space. This can easily generate the risk of not reaching the pruning point. Because

of the larger diameter of the spur, it is easy to fall into the ”failure” region. It is worth not-

ing that when reaching the target pruning pose requires a large-radius rotation of shears, the

reachable rate will decrease, which is mainly caused by two reasons: (i) the calibration of

the eye-in-hand camera is approximated by least squares estimation of non-linear function,
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the rotation will make the error larger; (ii) due to the real-time limitations of the perception

pipeline, visual servoing has not been used yet, which affects approaching accuracy.

Table 5.2: Results of 10 basal cane cut experiments.
1 2 3 4 5 6 7 8 9 10 Avg

Success rate
Ours 75% 100% 100% 75% 62.5% 75% 100% 100% 87.5% 62.5% 83.75%

Baseline 62.5% 75% 100% 50% 50% 50% 75% 87.5% 62.5% 62.5% 67.50%

Trajectory time (s)
Ours 16.79 9.02 8.56 12.61 9.44 12.14 12.01 12.50 14.08 14.26 12.14

Baseline 9.68 8.34 6.45 10.12 9.95 10.95 10.74 11.87 12.51 10.02 10.06

Table 5.3: Results of 5 top cane cut experiments.

1 2 3 4 5 Avg

Success rate
Ours 75% 50% 37.5% 87.5% 25% 55%

Baseline 50% 25% 0% 50% 12.5% 27.5%

Trajectory time (s)
Ours 19.76 25.33 28.54 18.32 30.01 24.39

Baseline 11.21 15.26 17.45 10.25 19.58 14.75

Failure Analysis

To be able to investigate the reasons leading to unsuccessful approaches, the following fail-

ure analysis methodology is presented. The failure analysis looks into the reasons why an

approach strategy fails, resulting in a target pruning point being marked as unreachable, as

well as the reasons for the failure of individual approach attempts in the multiple approach

strategy. The main failure reason this experiment address is related to unstructured properties

of grapevines and occlusion, but one should consider the tight space between canes in which

the robot has to operate in a safe manner, minimizing the harm caused to the plants around.

Moreover, other failures, caused by the planner, are considered and measured. The failure

reasons are then separated into three categories: (i) planning the approach pose (e.g., could
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(a) (b) (c)

Figure 5.11: Illustration of failure cases: (a) the target pruning point falls into the ”failure”

region; (b) the target pruning point is blocked by the cordon; (c) the target pruning point is

blocked by the cane.

not find a valid path due to unreachable target pose, which means pruning pose generated

is not feasible). This kind of situation happens 26 times in the top cane cut cases, pruning

the previous year’s two-bud spurs in half. It is required to approach pruning points from a

feasible orientation. Generating pruning orientation is based on the geometry method, which

is sensitive to model parameters and leads to insufficient robustness in practical applications.

(ii) the cane is not aligned (e.g., the jaws of the shears do not align properly with the cane,

especially top cane cut cases, see Figure 5.11 (a)). This is easy to happen for canes with

thicker diameters and when the shears need to be rotated at a large angle, it happened 40

times in total. (iii) occlusion-related failure (e.g., target pruning points were lost from sight

during the motion, due to the occlusion of other canes, see Figure 5.11 (b) and (c)). When

the distance between the canes is too close, this failure occurred 19 times in total.

The results show that the planning framework is computationally efficient enough to do

real-time pruning. They also show that the system can prune with acceptable precision while

avoiding unsafe contact with the environment. Our experiments provide useful information
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for future system development. The success rate is still the first priority of our research.

On the one hand, we can optimize the hardware design, so that the end-effector is able to

complete pruning easily, such as designing jaws that are easier to engage. On the other hand,

optimizing our planning algorithm improves accuracy by incorporating closed-loop feedback

methods such as visual servoing.
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5.3 Conclusion

In this chapter, we proposed a grapevine winter pruning planning framework ”Three-phase

Approach Planning”, in which the path of the end-effector to the end target pose is divided

into three discrete sets of trajectories. In the first phase, the robot moves from the home pose

to the detection pose. During this stage, the main consideration is obstacle avoidance, so we

adopt the STOMP planning algorithm. The second phase navigates the robot shears to the

pre-pruning pose, in which the shears are about 1.5 cm ahead of the pruning point, by calling

our whole body controller, where we make sure the target pruning point is positioned in the

”success” region. In the third stage, the robot shears move forward to enclose the pruning

location to achieve the desired cut.

Inside this planning framework, we also present a task-priority coordinated whole-body

motion controller for a non-holonomic mobile manipulator. The controller can plan and

schedule whole-body coordinated motion to complete the grapevine winter pruning task.

The top priority task can be executed by employing all capabilities (manipulation and loco-

motion) of the robotic system. The second (lower) priority task is then projected into the null

space of the top priority task, hence they have no impact on its execution. We conducted a

grapevine winter pruning experiment to demonstrate the performance of the proposed frame-

work using a two-wheeled mobile base with a 7-DoF robot manipulator.

Our experiments provide useful insights into the further development of the system. We

evaluate the performance of an end-to-end pruning system in terms of accuracy reliability

and cycle time. Although the three-phase planning framework takes more execution time to

complete the task, the planning framework can improve the overall success rate and relia-

bility. Looking into the different reasons causing an approach to fail is important from two

aspects. First, it provides insights into the reasons. Second, it gives us a direction on how to

improve planning methods.
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6 Compliant Control for Grapevine

Pruning

In agricultural robotics, harvesting, pruning, and grasping are common applications. Until

recently, the majority of agriculture robots employ high-gain (stiff) position feedback control

for the above-mentioned tasks. However, there is not much work that incorporates the idea

of compliant control into the above application scenarios to improve the compliance and

robustness of operations in agriculture applications[143, 144, 145]. Owing to the different

biological characteristics of the target plant, there are often situations in which grapevine fails

to be pruned resulting in the inability to precisely control the cut during the pruning process.

If the pushing force during pruning is too large, it will cause irreversible mechanical damage

to the target spur and reduce plant/cordon vitality and fruit quality. While the pushing force

is too small, it will cause the spur to slide or even fall off, resulting in failure to enclose the

target branch [47, 145]. Therefore, studying the non-destructive pruning technology of the

grapevine pruning robot is of great significance for reducing the mechanical damage to the

grapevine and improving the success rate of spur pruning. Impedance control is a useful

framework to allow the robot to follow reference trajectories and, simultaneously, handle

external disturbances which are always present in dynamic manipulation.

Once the robot moves to the approach position pre-pruning pose, the final step in the

pruning process is to move the shears toward the target pruning point and execute the cut.
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At this point, we make an assumption that the initial estimation of the target pruning point

is good enough so that, when the arm is moved to approach the pre-pruning pose, the target

pruning point is inside the ”success” region. We then execute a compliant controller that

uses a human-like manner to guide the shears to enclose the target pruning point, at which

point we execute the cut. The use of a Cartesian impedance controller, which will be intro-

duced in the next subsection is more effective than a pure position controller [146] since the

impedance parameters, especially the stiffness parameter, which regulates the relationship

between the interaction force and the tracking error, can be tuned in arbitrary directions to

implement a trade-off between position accuracy and the ”softness” of the response.

Figure 6.1: Schematic diagram of shears enclosing grapevine target pruning point. Up: a

possible contact point; Down: the cane at the pivot point, ideal for executing a cut.
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6.1 Compliant Control Strategy for Grapevine Pruning

6.1.1 Impedance Control for Grapevine Pruning

The Cartesian impedance control depends on the combined model of the damping-spring-

mass system and first-order spring system. The first-order spring model is used to simulate

the grapevine with complex biological characteristics. Figure 6.2 describes the three stages

of the shears and the grapevine from never contacting x < xenvi to stable engagement x >

xenvi. When the pruning process is in an ideal state (the environmental stiffness and the

environmental position remain unchanged), it means that the biological characteristics of the

vine are not changed or the shears do not slide. Otherwise, it means that the control precision

of pruning force is not enough due to some other reasons, for example, inappropriate pruning

point.

(a) (b) (c)

Figure 6.2: Pruning model between shears and grapevine for impedance control: (a) before

contacting (x < xenvi); (b) during contacting (x = xenvi); (c) stable pruning (x > xenvi).

As it is well known, a robotic manipulator is a coupled, time-varying and nonlinear

system. The general dynamic model of a manipulator with joint coordinates qn ∈ Rn can be

written as

M (qn) q̈n + C (qn, q̇n) +G (qn) = τn + τ extn , (6.1)

where M ∈ Rn×n is the symmetric and positive definite inertial matrix of the manipulator.

C ∈ Rn is the Coriolis and centrifugal force, G ∈ Rn is the gravity vector, τn ∈ Rn and
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τ extn ∈ Rn are the commanded torque vector and external torque vector, respectively. In

Equation (6.1), it is maintained the property that Ṁ − 2C ∈ Rn×n is skew symmetric.

For a manipulator with joint coordinates q ∈ Rn, the desired dynamic relationship be-

tween Cartesian error x̃ ∈ R6 and external force Fext ∈ R6 in the Cartesian impedance

controller is given by [146]:

Λ(x)¨̃x+ (ψ(x, ẋ) +Dd) ˙̃x+Kdx̃ = Fext, (6.2)

where Kd ∈ R6×6 and Dd ∈ R6×6 are the desired Cartesian stiffness and damping respec-

tively. Λ(x) ∈ R6×6 represents Cartesian inertial and ψ(x, ẋ) ∈ R6×6 represents Cartesian

Coriolis and centrifugal matrix. They can be computed respectively by Equation (6.3):

Λ(x) = J(q)−TM(q)J(q)−1

ψ(x, ẋ) = J(q)−T
(
C(q, q̇)−M(q)J(q)−1J̇(q)

)
J(q)−1

(6.3)

where M(q) ∈ Rn×n represents the inertial matrix, C(q, q̇) ∈ Rn×n is the Coriolis and

centrifugal matrix and J(q) ∈ R6×n represents the Jacobian matrix.

The Cartesian impedance controller input for the final push stage of the pruning task is

as follows:

τimp =G(q) + J(q)⊤
(
Λ(x)ẍd + µ(x, ẋ)ẋd −Kdx̃−Dd

˙̃x
)

(6.4)

where G(q) ∈ Rn denotes the gravity force and xd ∈ R6 is the desired Cartesian position

and orientation.

6.1.2 Impedance Regulation for Human-Like Pruning

Imitation learning has been extensively applied in the kinematics-level modeling of task

movement, while there are very few works about learning dynamics [147, 148]. The barrier

is the difficulty in extracting physically meaningful dynamic parameters from human demon-

strations. Aiming at demonstrating desired end-effector trajectories and interaction wrenches
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Figure 6.3: Demonstration of pruning robot, in which Cartesian position trajectories of end-

effector and force profile are recorded. The red arrow indicates the movement process of the

robot.

to shears, we integrated kinesthetic teaching with the FCI1 interface of Franka Emika Panda.

The robotic manipulator used is torque controlled, and the interaction wrenches of the robot

end-effector with the environment F̂ext can be estimated through the joint torque measure-

ments of the manipulator. Hence, during the demonstration, the human instructor can guide

the robot through the Franka FCI interface while the robot manipulator estimates its interac-

tion with the environment.

The desired force profiles learned from demonstrations are generated using Gaussian

mixture modeling (GMM) and Gaussian mixture regression (GMR) [149]. The parameters

of GMM can be trained by the Expectation-Maximization (EM) algorithm [150] with an

offline training process. The demonstration data η is collected, ηI and ηO respectively denote

the input and output variables in demonstration data, where the subscripts I and O stand

1https://frankaemika.github.io/docs/
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for their dimensions, respectively. The GMM is trained from the data obtained from the

demonstrations, in which the input variable is time ηI = t and output variables are position

and force ηO = [x̂⊤, F̂⊤]⊤. Given an input variable ηI , the best estimation of output η̂O

is computed by GMR, the mean µ̂ of the conditional probability distribution η̂O | ηI ∼

N (µ̂, Σ̂), and Σ̂ is covariance matrix.

Impedance-based skill refers to different stiffness levels that a robot needs to accomplish

a given task. Then we need to estimate from the collected data the stiffness and damping

parameters Kd, Dd to formulate control input Equation (6.4) of robots. Based on the demon-

strated force, the desired impedance parameters are computed using a quadratic program

(QP) from the point of view of optimal control. A stiffness matrix Kd,i is estimated for each

time step i, by assuming that the robot behavior is driven by a set of virtual springs:

min
Kd,i

1

2

N∑
i=1

∥∥∥Kd,i (xd,i − x̂i)− F̂i

∥∥∥2

W

s.t. Kmin ≤ Kd,i ≤ Kmax i = 1, . . . , N

(6.5)

where xd,i is the predefined reference trajectory to push shears forward, x̂i and F̂i are the

output of the GMR at time step i, N is the length of the time window, and W is weighting

matrix W = diag([ω1, ω2, . . . , ωN ]). Kmin and Kmax ∈ R6×6 are respectively minimum and

maximum allowed stiffness. The constraint inequality between vectors is element-wise.

Some simplifying hypotheses have been assumed in the implemented method. First of

all, Kd,i and Dd,i are assumed diagonal. Moreover, only the translational part of the interac-

tion model is considered while the rotational part is kept constant. The value of Dd,i at the

time step i control loop is computed at the previous optimization step Kd,i−1, with critical

damping factor [146]:

Dd,i = 2× 0.707×
√
Kd,i−1 (6.6)
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6.2 Experiment

Figure 6.4: Experimental setup: mock trellis system.

We set up a mock trellis system (as shown in Figure 6.4) to compare our controller with

a baseline controller [47] in a physical environment. The experimental setup for the human

demonstrations is shown in Figure 6.5 along with the path followed by the human. The

human instructor grasps Franka demostrator to teach the grapevine winter pruning task. The

demonstrated trajectory starts from the pre-pruning pose. Then, the human guides the robot

end-effector to enclose the grapevine, moving blades so that canes engage into the pivot

points of shears. A shears tool is attached to the end-effector of the robot. The end-effector

forces F̂ext are estimated thanks to the torque sensors integrated into the robot joints, which

will be used for training desired impedance parameters.

Three demonstrations are performed, all from the same human instructor, where desired

position and interaction force of the end-effector with the environment are recorded and are

later used to train the impedance regulator method. The control algorithm ran on a laptop

with a core-i7 processor 1.8 GHz with 32 GB RAM.
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(a) (b)

Figure 6.5: Experimental setup. The instructor demonstrates the grapevine pruning task: (a)

top cane pruning; (b) basal cane pruning.

In order to assess the contribution of each component of our impedance controller, we

define three controllers that remove or alter certain aspects of the hybrid controller:

• learned-based impedance control (LIC): Given a target, the LIC uses the impedance

profile learned from demonstrations. The controller stops when the shears push for-

ward 8 cm.

• pre-difined impedance control (PIC): Given a target, the PIC uses a predefined

impedance parameter, using the average of the learned impedance files. The controller

stops when the shears push forward 8 cm.

• position-based closed-loop controller (PC): A closed-loop position controller sets a

virtual target 8 cm past the input target and moves towards it.

6.2.1 Experimental Trials and Evaluation Criteria

To verify our controller, we selected 5 pruning regions on a grapevine, including 7 pruning

points, as shown in Figure 6.6. For each trial, we first selected one of the seven target pruning

points. After driving the robot back to the home pose, which provided a distinct view of the
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Figure 6.6: Seven target pruning points are marked with red dots.

grapevine, we selected the one of points from the point cloud corresponding to the target

based on grapevine pruning rules, giving us a 3D estimate of the desired pruning point. We

then planned a path so that the shears would reach the pre-pruning pose, where the shears

were 1.5 cm away from the estimated target. In total, for each of the three controllers, we

ran 63 trials, corresponding to 3 trials each for 7 target points for each controller. At this

point, we ran each of the three controllers in succession and recorded the following metrics

to evaluate the performance of each cut:

• Accuracy: Is the targeted cane inside the shears jaw.

• Pivot offset length: Distance of the cane to the shears pivot, measured by hand.

• Max force: The maximum force magnitude from Franka’s force-torque sensor during

the execution.
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Table 6.1: Averaged summary stats for each controller.

Accuracy Pivot Offset (cm) Max Force (N)

learning-based impedance controller 76.19% 1.8 ± 1.2 4.6 ± 1.7

predefined impedance controller 66.67% 2.1 ± 1.5 4.5 ± 2.6

position based controller 57.14% 2.7 ± 1.7 4.9 ± 3.1

(a) (b)

Figure 6.7: Illustration of failure cases: (a) the target cane is not aligned to the pivot point;

(b) the fixed blade hit the thick cane.

6.2.2 Results and Discussion

During recent trials, the robot successfully encloses 43 of 63 target canes. Of the 20 failures,

eighteen were due to a failure to engage canes into the blade pivot point, and the remain-

ing two were due to the robot missing the canes as it attempted to cut. For the cases of

”basal cane cut” (pints 1,2,4,5) only position-based control failed once because the approach

angle is relatively large and the targeted cane is lost during the approach. The ”top cane

cut” condition, on the other hand, is more challenging. This is because the correct pruning

orientation is required to enclose the pruning point on a spur. In addition, the spur has a

relatively large diameter and is easy to get stuck on the blade of the shears (as shown in

Figure 6.7 (b)). A summary of the average results is shown in Table 6.1. Our learning-based
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impedance controller (LIC) performed better than the predefined impedance controller (PIC)

and closed-loop position controller (PC) in terms of cutting accuracy and precision, where

the LIC has a 9.52 percentage point increase in accuracy over the predefined impedance con-

troller and a 19.05 percentage point increase in accuracy over the position based controller.

Both impedance-based controllers performed better than position-based controllers. That is

because the compliant controller reduces the pressure between the blade and the cane while

touching the cane and then reduces the friction so that the cane can be engaged into the pivot

point along the arc of the blade. Finally, it can guide the shears as close to the blade pivot

point as possible to enclose the cane completely, where the cutting blade is able to deliver

maximum cutting force. For high-stiffness position controllers, canes are easier to get stuck

by the blade or draw the edge of the shears, leading to a failed cut. Compared with LIC, al-

though the PIC shows compliance, it needs adaptive stiffness performance during the whole

pruning point engagement process to avoid the blade being stuck by the cane when lower

stiffness is required and enforce engagement to deliver maximum cutting force when higher

stiffness is required to stabilize cane at the pivot point. Furthermore, LIC managed to avoid

bumping into the canes on every trial and achieved relatively consistent branch remnant

lengths averaging 1.8 cm with a standard deviation of just 1.2 cm. This is in comparison to

the position-based closed-loop controller which had nearly 1.5 times the standard deviation

at 1.7 cm and sometimes drove straight into cane or spur. LIC also more consistently ended

up with low pivot offset lengths. This was largely a result of situations in which the shears

were initially placed in front of a cane: our controller would move the shears away from

the cane along the curve of the blade, while the closed-loop position controller would move

straight into them. Moreover, LIC also more consistently ended up with a smaller force,

casing by impedance profile learned from the demonstration.



CHAPTER 6. COMPLIANT CONTROL FOR GRAPEVINE PRUNING 106

6.3 Conclusion

The grapevine winter pruning task is a typical representation, which shares some crucial re-

quirements with other complex interactive tasks, such as the need for continuous regulation

of the task stiffness geometry to comply with environmental constraints. In this chapter, we

proposed a learning framework to address the autonomous impedance regulation problem

of robots for grapevine pruning tasks, where we encode and reproduce impedance behav-

iors using learning from demonstration. Our method allows encoding behaviors that rely

on task variables, yielding only one model to encode the whole task. In contrast to pre-

vious approaches where robot impedance is learned from position variability, our QP-based

framework extracts the impedance behavior from the manner in which the instructor behaves

during the task, relying on the recorded force profile. We use demonstrated data not only to

encode the skill but also to estimate the stiffness of virtual springs. Indeed, the strength of

the proposed approach is the ability to learn, replicate, and optimize the interaction behavior

of the human arm that can deal with different manipulation tasks. Through our experiments,

we demonstrated that our system is robust to a number of issues that have traditionally been

associated with the geometry of shears and the diameter of the canes. While we conduct our

experiments in an indoor laboratory setting, our framework represents a step towards mov-

ing robotic precision pruning to the outdoor vineyard environment. This set of experiments

opens the road for various further investigations, the human-like skill transfer controller de-

sign can be extended to similar plant pruning or harvesting applications.
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7 General Conclusion and Future Work

7.1 Conclusion

The main contribution of this work is to develop an autonomous robot system to realize the

perceptual identification and inference of grapevines and then perform the pruning manip-

ulation with the aim to automate grapevine winter pruning. The following goals have been

reached to meet the final objective:

Figure 7.1: Grapevine winter pruning pipeline.

• The detailed models of the robotic pruning platform Rolling Panda and HyQReal-

Kinova have been designed and analyzed. Both prototypes are composed of a mobile

platform (wheeled and legged base), manipulator, camera, and shears, which enable

loco-manipulation ability.
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• Large datasets to train machine learning models for deep learning-based computer

vision are a bottleneck in the specialty crop industry and agriculture, in general. To

develop a visual perception system, we present hierarchical guidelines for a translation

of the human cognition process into algorithms for automated grapevine recognition,

and robotized pruning. Multiple combinations of integrated general rules driving the

winter pruning process with specifically conceived case studies will compose a ded-

icated database for developing a perception system for the recognition of grapevine

architecture and identification of target regions and pruning points.

• To autonomously perform the pruning point approach from the output of the perception

system. The proposed ”Three-phase Approach Planning” motion planner is highly

manipulative to avoid collisions with the grapevine cordon and canes, while a high

pruning success rate is achieved.

• To finish the final step in the pruning process moves the shears toward the target prun-

ing point and execute the cut. We then design a compliant controller that uses a human-

like manner to guide the shears to enclose the target pruning point. The designed

learning-based Cartesian impedance controller, which learns stiffness parameters from

human demonstration, improves the robustness of the pruning point.

7.2 Future Work

For future directions, most of the problems presented in this thesis are to be resolved with

the goal of creating an effective pruning robot system with performance similar to a human.

These consist of improving the precision of perception, finding the best loco-manipulation

strategy, in order to have more human-like behavior, and controlling algorithms/architectures

for different kinds of grapevine pruning variation. Future work will focus on improving
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robustness and throughput as well as generalizing our approach to other field systems with

more complicated pruning rules.

The most researched perception solutions are those based on vision and cloud point sen-

sors, often combined with machine learning approaches to interpreting the collected data.

To improve and make our results more consistent, in future work, we plan to increase the

dataset with more frames and use patches instead of the entire image. Our hypothesis is that

with this approach, the model will learn how to segment grapevine at different crop scales.

In addition, a more complete expert knowledge base needs to be established to guide how to

convert agronomic workflows into algorithms

We plan in future work to provide the robot with a more active role. We devise to exploit

the visual information more efficiently by using active perception, which is a motion per-

ception coupling method, to improve the accuracy of pruning points generation. Moreover,

in order to achieve an agricultural manipulator capable of operating in more broad scenar-

ios and applications, as opposed to their current applications of only one type of product

to harvest or plant to prune, we plan to integrate learning-based control algorithms into our

proposed grapevine pruning pipeline to improve the generalization of manipulation.
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